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Abstract. Hematoxylin and Eosin (H&E) staining is the most com-
monly used for disease diagnosis and tumor recurrence tracking. Hema-
toxylin excels at highlighting nuclei, whereas eosin stains the cytoplasm.
However, H&E stain lacks details for differentiating different types of
cells relevant to identifying the grade of the disease or response to specific
treatment variations. Pathologists require special immunohistochemical
(IHC) stains that highlight different cell types. These stains help in ac-
curately identifying different regions of disease growth and their inter-
actions with the cell’s microenvironment. The advent of deep learning
models has made Image-to-Image (I2I) translation a key research area,
reducing the need for expensive physical staining processes. Pix2Pix and
CycleGAN are still the most commonly used methods for virtual staining
applications. However, both suffer from hallucinations or staining irreg-
ularities when H&E stain has less discriminate information about the
underlying cells IHC needs to highlight (e.g.,CD3 lymphocytes). Diffu-
sion models are currently the state-of-the-art models for image genera-
tion and conditional generation tasks. However, they require extensive
and diverse datasets (millions of samples) to converge, which is less feasi-
ble for virtual staining applications. Inspired by the success of multitask
deep learning models for limited dataset size, we propose StainDiffuser,
a novel multitask dual diffusion architecture for virtual staining that
converges under a limited training budget. StainDiffuser trains two dif-
fusion processes simultaneously: (a) generation of cell-specific THC stain
from H&E and (b) H&E-based cell segmentation using coarse segmenta-
tion only during training. Our results show that StainDiffuser produces
high-quality results for easier (CK8/18,epithelial marker) and difficult
stains(CD3, Lymphocytes).

Keywords: Virtual Staining - Diffusion Models - Immunohistochemical
Staining - Multi-Task Learning - Cycle Consistency
1 Introduction

Hematoxylin and eosin (H&E) stain is commonly used to analyze various tissue
samples. Hematoxylin highlights nucleus outlines in the tissue piece and eosin
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highlights the cytoplasm. H&E stain is used to make a diagnosis, tracking & re-
mission, and treatment planning [I7/18]. However, H&E staining does not have
all the information that might be required by a pathologist to assess the dis-
ease grade or possible response to different treatments [T4UT5IT3]. Pathologists
need special immunohistochemical (THC) stains highlighting different cell types,
surfaces, or tumor growth factor markers [I5]. THC stains provide complemen-
tary information to H&E stain, and help in making an accurate assessment of
the patient’s disease. Conventional methods to obtain these special stains are
time-consuming, laborious, and costly [I5J19]. Additionally, staining variability
across different sites increases the complexity of the analysis [23]. Virtual stain-
ing, where deep learning models are used to obtain these special stains, can
address all the limitations of traditional methods. Deep learning models require
significant training time but less inference time (generally in seconds), reducing
the staining time. Trained deep learning models also provide consistently stained
patches, thus removing the complexities of stain variations and normalization.

Image-to-Image (I2I) translation models such as Pix2Pix [9] and CycleGAN
[29] have consistently shown good performance in generating these virtual stains
across different datasets [20/1227]. These methods have been improved by adding
new regularization losses such as structural similarity [27] or augmenting the
conditioning generation process by adding or emphasizing complementary edge
information [5]. However, all these models tend to have staining irregularities
when no marker-specific discriminate features are present in the H&E images
[140513]. For example, lymphocyte cells appear indistinguishable from other cells,
and tumor growth is not visible to the naked eye in H&E stains [T4J53]. Since
the fundamental cell semantic information and structure are consistent between
H&E and THC stains, IHC specifically accentuates cells through variations in
biological /chemical processes, often not visible in H&E-stained images. These
models learn to imitate the color distribution —owing to the discriminator and
pixel-level loss used during training— and achieve high scores on quantitative
metrics such as FID, SSIM, or PSNR. However, they fail to accurately capture
the underlying stain distribution. Therefore, there is a need for more exploration
of different architectures that minimize staining irregularities.

Diffusion models are the current state of the art in many generations [4] and
conditional generation tasks such as inpainting, colorization, and compression
[21]. Diffusion models have proven to be very effective in learning the underly-
ing data distributions given sufficient training data and resources. These models
have also been used in medical vision tasks such as segmentation [26/25] and
generation tasks [7]. MedSegDiff [26] has achieved state-of-the-art performance
on the 3D segmentation task. Diffusion Ensembles [25] architecture does seg-
mentation but also uses the diffusion mechanism to provide uncertainty of the
model predictions simultaneously. However, diffusion models require large quan-
tities of training data to converge (million samples) to learn the underlying data
distribution. They have also been shown to perform subpar on the task of virtual
staining where training data are scarce [IJ.
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Multitask deep neural networks have shown better performance than models
trained on a single task for low dataset sizes [82], where the affinity between
the tasks is high. Inspired by this, we propose StainDiffuser, a multitask dual-
diffusion model that is designed to simultaneously segment (task 1) the same
cells it aims to highlight through virtual staining (task 2), thereby creating an
implicit affinity between these tasks. Because of the interaction between segmen-
tation and virtual staining tasks, StainDiffuser, rather than mimicking the color
space density, learns discriminate features between different cell types, resulting
in more accurate virtual staining performance. Segmentations used for training
are obtained via thresholding the DAB channel [I1], so no manual annotations
are required to train the proposed model. During inference, only the virtual
staining diffusion process is used conditioned on H&E, and therefore segmen-
tations are not required at inference. We also propose a variant of a multi-task
virtual staining framework that does not require segmentations to be available
at training time.

Evaluation of virtual staining models via metrics such as FID score might not
be correlated with the accuracy of staining and may be biased towards ImageNet
features and network architectures for feature extraction [5II4)22]. Therefore, we
report metrics using dinov2 [I6] feature space [22] to analyze whether changing
encoder feature space better correlates with staining accuracy. To the best of
our knowledge, we are the first to comprehensively study conditional diffusion
model architectures for virtual staining and quantify the performance of these
models using alternative encoder feature space for quantitative metrics. The
main contributions of this paper are:-

— Proposed a novel multi-task dual diffusion model for virtual staining where
one diffusion process trains to segment the cells and the second to high-
light /stain the same cells with ITHC marker, regularizing and sharing infor-
mation through a shared H&E encoder.

— Present comprehensive analysis with qualitative and quantitative results us-
ing different encoder feature spaces(inception-net and dinov2[I6]).

2 Methods

In this section we explain background material related to diffusion models and
the proposed multi-task diffusion model for virtual staining.

Background. The denoising diffusion probabilistic model (DDPM) defines the
diffusion process as a two-stage process, i.e., forward and reverse. Forward process
corrupts the image(Ip € R?) as a Markovian process adding Gaussian noise in
T iterations. Gaussian noise is added according to a variance schedule defined
by B1,...,8r. The noisy image at ¢, denoted by I;, can be sampled from the
following conditional distribution:

gL L) = N(Li; /1 — BeXy, D) (1)
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where I is the identity matrix. 8;’s are chosen so that after T steps, I is virtu-
ally indistinguishable from Gaussian noise. Marginalizing Eq. [[] over ¢ gives the
corruption equations at an arbitrary time ¢:

q(Te|To) = N (Ti; v/7edo, (1 = 70)I) (2)

where v, = HZ=1 Bs. This equation gives a closed form solution for sampling of
the forward process at an arbitrary time ¢. This Gaussian re-parameterization
also gives a closed form formulation of the posterior distribution of I;_; given
(107 It)

q(Li-1/T0, 1) = N(Ti—1; p, 0°1) (3)
V(1= B) VB (1 — 1) (=) = By)
— 1_,%5 IQ+ 1_’% It, g = (1_,%_1) (4)

Equations 3 and 4 are used during inference to generate images from Gaussian
noise. The reverse process learns to denoise the noisy image using a deep neural
network. A neural network parameterized by 6 uses the noisy image and current
random noise level fp(I;, ) to recover the original image(Iy) by estimating the
noise vector used to corrupt the image. The loss is MSE over estimated noise vs
original noise added using equation 2.

L=Eei{lle - fo(li, 1)ll2} (5)

In conditional diffusion models, the network, parameterized by 6, is also con-
ditioned on the input image I, resulting in the estimation function defined by
fo(Iz, I, 7). In diffusion ensembles [25], the image is concatenated to the noisy
image, and in MedSegDiff [26], the encoded representation of the noisy and in-
put image interact via an attention map obtained using Fourier transform of
multiscale features. For conditional diffusion models the loss equation is:

L= Eeqlle — fo(Ls, I, 1)) (6)

2.1 StainDiffuser: MultiTask Dual Diffusion Model

Multitask deep neural models have been shown to exceed the performance of
models trained on a single task if affinity between the multiple tasks is high
[6T0]. These models have also shown better performance than single-task mod-
els under data constraint scenarios [82]. Even diffusion models trained with
multiple tasks have shown good performance in depth prediction [28] and tumor
growth prediction [24]. Inspired by the success of multi-task networks, we pro-
pose a multi-task diffusion model for virtual staining. The two tasks choosen for
the proposed multi-task framework are (a) virtual staining of H&E (generation
branch) and (b) H&E cell/object segmentation (segmentation branch). Here,
the segmentation task is learning to segment the same cells/objects the virtual
stainer is learning to highlight, setting up an implicit affinity between the two
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Fig. 1. StainDiffuser: Block diagram of the StainDiffuser model. The generation
branch is trained to denoise the noisy IHC and produce a stained patch with cor-
rectly highlighted cells. Simultaneously, the segmentation branch is trained to segment
the same cells the generation branch needs to highlight. These branches assist each
other via the attention framework in the H&E encoder via the FFT based attention.
During inference only the generation branch is used to calculate predictions.

tasks. The two branches share information via the input image encoder (H&E),
using Fourier attenion [26], helping each other in the training process. Using
manual segmentation of cells or objects would increase the cost of deploying the
model, limiting its’ applicability. To keep the manual annotation cost low, we use
coarse segmentations obtained using thresholding and morphological operations
[11]. Using automated coarse segmentation removes the manual annotation bur-
den and increases the applicability of the proposed model. Additionally, these
segmentations are only used during training, at inference only generation branch
is used as shown in Figure

The proposed model consists of two diffusion processes trained simultane-
ously: (a) segmentation branch and (b) generation branch. The model has an
H&E encoder and two UNet EI based networks, parameterized by 6 and ¢, for
training segmentation and generation diffusion process respectively. We use FFT
attention blocks [26] (FFT atten) at different feature resolutions, where the en-
coded representation from both diffusion processes attends to features of the
H&E image encoder. Let I, be the input H&E image, I;“Y be noisy segmenta-
tion image, and Iihc the noisy IHC image given to the segmentation and gener-
ation branches, respectively. The segmentation diffusion branch () is trained to
minimize the following loss:

Eseg :Es,t||€_f0(]:xalfeg,t)||2 (7)
Similarly, the generation diffusion branch(¢) is trained to minimize:
Lyen = Eealle = fo (Lo, I, )2 (8)

The final loss used to train the full model is obtained by the addition of the
above two loss terms Lfinai = Lgen + Leeg-

® Most commonly used architecture for training diffusion models



6 Tushar Kataria et al.

Without Segmentation Variant. The above architecture needs coarse seg-
mentation that may not be available for different stains. Therefore, to increase
the model’s applicability, we propose a multi-task variant that does not depend
on segmentation during training, but still leverages the advantages of multi-task
training.

For this variant, we remove the segmentation branch from StainDiffuser. The
two tasks are trained using only the generation branch. The tasks chosen to train
the model are (a) H&E to IHC generation and (b) IHC to H&E generation. This
model consists of a single input image encoder (alternating between H&E and
IHC input) and a single U-Net diffusion model (parameterized by ) to train both
diffusion processes. In the first diffusion process, H&E is the input image to the
encoder, and the diffusion process is tasked to denoise the noisy IHC, whereas, in
the second diffusion process, the roles of H&E and IHC are switched. Let input
H&E and THC images be defined by I"® and I, respectively, and noisy H&E
and THC defined by I and I"¢, respectively. The final loss used to train the
model is:

L= E€7t||6 - fa(IheaIzl‘:hc7t)||2 + E67t||€ - f@(IihC7I?eat)H2

The implicit cycle consistency (H&E to THC generation and vice versa) sets up
an affinity between the two tasks.

3 Results and Discussion

Datasets. We used two in-house virtual staining datasets for evaluation, H&E
to CD3 and H&E to CK8/18. Both the datasets includes H&E whole slide images
and corresponding THC (CK818 or CD3 on the same tissue), from surveillance
colonoscopies of 5 patients with active ulcerative colitis. Training patches are
sampled from whole slide images(WSI) of 4 patients and last patient WSIs are
used for testing. Patch size used for the experiments is equal to 128x128(at 20x)
and patches were sampled sequentially with an overlap of 32 pixel size. To limit
the sampling of background patches, we only included a patch in training or test-
ing set if at least half of the image has part of the tissue, all other patches are
ignored from processing. Sampling procedure ensures we sample enough back-
ground that model learns how to perform at tissue boundaries as well. The
CKS8/18 virtual staining dataset has 49089 paired patches in training and 17407
in testing, whereas CD3 has 51005 and 16622, respectively. The CK8/18 marker
highlights epithilial cells, which can be easily identified in H&E, while CD3
marker highlight lymphocytes, which are harder to identify or annotate without
referencing an THC stained slide. CD3 markers are choosen to analyze whether
proposed models have the same failure modes as Pix2Pix and CycleGAN.

Evaluation and Implementation Details. We report the Structural Simi-
larity index (SSIM), Signal to Noise Ratio(PSNR), Frechet Inception Distance
(FID), FD, FD4, Kernel Inception Distance and feature likelihood score(FLS)
on the full test set [22]. Inception-Net feature space is used to calculate FID,
wheres dinov2 feature space is used to calculate all the other distance metrics
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[22]. We ran all our experiments on NVIDIA TITAN V GPU with 12 GB of
RAM. Input images of size 64x64 were used for all experiments. Diffusion mod-
els were trained using 100 epochs, with number of sampling steps set to 1000.
Baselines. We compare our results both qualitatively and quantitatively with
Pix2Pix and CycleGAN. Other conditional diffusion models used for virtual
staining did not converge [I], we instead choose MedSegDiff as our diffusion
model baseline, where the MedSegDiff model is trained to predict IHC but with-
out any multitask variations proposed. The variant defined in section 2.2 when
no segmentations are used is refered as StainDiffuser-wo-seg( or SDwoS) in the
results section [f]

Quantitative GAN metrics for CK818 and CD3 virtual staining are shown in
Table[I} We can see from the table that StainDiffuser and segmentation variant
(mSDwoS) outperforms all other methods for CK818 and CD3 in the FID score
and have similar results for PSNR and SSIM. Other metrics FD, FD,, show
that diffusion models and StainDiffuser have comparable or less performance
than Pix2Pix and CycleGAN models. Various quantitative metrics emphasize the
superiority of different models, with a predominant consensus favoring Pix2Pix
and CycleGAN.

However, when examined alongside qualitative outcomes, quantitative results
fail to align with improved staining performance. In Figure [2] it is evident that
StainDiffuser produces the highest quality results for CD3 virtual staining, accu-
rately capturing the majority of lymphocytes. In contrast, both CycleGAN and
Pix2Pix exhibit a tendency to under-stain the tissue in most patches. Cycle-
GAN displays heightened sensitivity in staining blood cells, particularly evident
in CD3 positive samples (second last column). Both the MedSegDiff and SD-
woS also struggle to accurately highlight the correct lymphocytes, underscoring
the significance of the significance of segmentation diffusion in StainDiffuser.
The affinity between the segmentation and virtual staining tasks contributes to
the model’s ability to achieve precise and consistent CD3 lymphocyte staining.
Additional qualitative results are shown in Supplementary Figure [4

Table 1. Quantitative Metrics Comparison for both CD3 and CK818 results.
We report seven quantitative metrics for both CD3 and CK818 virtual staining results.
While the proposed diffusion models outperform Pix2Pix (P2P) and CycleGAN (CG)
on certain metrics, they do not consistently excel across all performance metrics. MSD
refers to the MedSegDiff baseline.

Datasets CD3 Results CK8/18 Results

Metrics P2P CG MSD SDwoS | StainDiffuser P2P CG MSD | SDwoS | StainDiffuser

PSNR 1 20.717 19.30 19.64 20.21 19.08 23.53 | 22.28 | 22.39 22.15 22.43
SSIM 0.686 0.646 0.6818 0.671 0.612 0.784 | 0.762 | 0.755 | 0.747 0.774
FID | 17.405 13.12 32.8783 11.4 18.70 10.26 8.722 | 6.819 9.305 5.923
FD | 127.371 | 1274 141.21 141.214 141.2 152.7 | 152.7 | 171.3 | 171.32 171.32
FDoo | 125.801 126.5 141.63 139.507 139.5 151.2 | 152.4 | 171.2 | 169.46 170.53
KID | 2.06 2.06 2.2909 2.291 2.291 2.18 2.18 2477 2.478 2.478
FLS 1 140.425 139.9 | 141.922 150.0 150 138.7 133.9 | 141.8 | 143.68 146.22

The results for CK818 stain across all methods are notably high in quality,
as depicted in Supplementary Figure [3] However, diffusion models demonstrate

5 We will release our code files for public use.
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Fig. 2. CD3 Qualitative Results: Comparison of qualitative results using different
methods PixPix, CycleGAN, MedSegDiff and proposed dual diffusion methods SD-
wos and StainDiffuser. The first two rows are original H&E and original CD3 Stain.
StainDiffuser shows the best quality results staining higher number of correct CD3
lymphocytes than all other methods. Best viewed after zoom in .

superior performance compared to Pix2Pix and CycleGAN. In Supplementary
Figure [3 specifically in columns 6, 7, and 11, both Pix2Pix and CycleGAN
exhibit irregularities in properly staining the underlying gland. They miss cru-
cial cell delineation details and only partially stain the gland. Conversely, all
diffusion models consistently stain the gland and capture intricate cell details.
Furthermore, upon comparing the results of StainDiffuser with other methods, it
becomes evident that the proposed model demonstrates less staining variability,
consistently and effectively highlighting epithelial cells.

The comparison of quantitative and qualitative results clearly demonstrates a
lack of direct correlation between lower quantitative metrics for virtual staining
and superior quality outcomes, even when employing distinct encoder repre-
sentations. Our findings further emphasize that traditional models like Pix2Pix
and CycleGAN perform comparably with diffusion models when learning sim-
pler stains with readily available cell-discriminating information in H&E patches.
However, it is noteworthy that diffusion-based models such as StainDiffuser ex-
cel in delivering better qualitative results, particularly in challenging stains such
as CD3 lymphocytes.

4 Conclusion and Future Work

We proposed a novel dual diffusion multi-task model designed for the appli-
cation of virtual staining. The model employs diffusion processes to learn two
conditional image-to-image (I2I) tasks: (a) accurately highlighting or staining
the correct cell in immunohistochemistry (IHC), such as lymphocytes in CD3
stain or epithelial cells in CK8/18 stain, and (b) performing segmentation of the
same cell or object (e.g., lymphocyte or epithelial segmentation in hematoxylin
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and eosin - H&E) simulataneously, thereby establishing an implicit affinity be-
tween the two tasks. The multi-task model consistently yields superior results on
both straightforward (CK8/18) and challenging virtual staining datasets (CD3),
surpassing prior methods across qualitative and quantitative metrics. Our re-
sults underscore the lack of correlation between improved performance on GAN
quantitative metrics and higher image quality, even when employing a different
encoder to compute the latent space representation of generated images. Con-
sequently, in our future research endeavors, we plan to investigate whether any
of the GAN metrics proposed in the literature demonstrate a correlation with
pathologist evaluations of image quality. Most of our models were trained using
a 64x64 patch size. In future work, we aim to scale diffusion models for virtual
staining to larger patch sizes and investigate their performance at these extended
dimensions.
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Fig. 3. CK818 Qualitative Results: Comparison of Qualitative result using different methods PixPix, CycleGAN, MedSegDiff and
two proposed methods StainDiffuser and SDwoS. First 2 rows are original H&E and original CK8/18 Stain. All diffusion models variants
proposed show qualitatively the best results in terms of staining accuracy and cell delineation. Best viewed after zoom in.



13

StainDiffuser

Ul WOO0Z I9}Je POMAIIA }S9¢] "UOIIBIUI[OP [[90 pue Adeindsdoe Surure)s Jo SULId) UI SYNSaI 189q o) A[@alyeirenb moys pesodoid syuerrea

S[OPOWI UOISIIP [[V ‘UIeIS ¢ [UISIIO pue 29[ [eUISLIO dIe SMOI g 4SIL] "SOM(]S Pue Iesnyi(urelg spoyjawr pasodoid omy pue Fiseg

3

-POIN ‘NVDO[PAD ‘XIJXIJ SPOYIeW JusIsyIp Sulsn }msol aAljejent) jo uosuredwo)) :sjnsoy oAIjeljent) ¢q) [RUOIPPY ¥ "Sidq
v " A D EE T N

&8 L B0 @
- Q

)

9

=

(%]

)

2

< o

(%]

"y A
D. R ..WD
{ Al . G
| P2

. S

, e . L) [

Faden Q

M d z

| @

x

N

el

x

(@]

O

w

ISH
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