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ABSTRACT

Reproducibility and replicability are pillars of the scientific method used to build

confidence in scientific findings. In the wake of a replication crisis, more attention has

been brought to these pillars within computer science and, specifically, the subfield of

visualization. However, visualization covers a spectrum of approaches, from quantitative

approaches such as algorithms development and perception studies to design-oriented or

qualitative work in which the subjective, situated nature of the work is not intended to be

reproducible. An open question remains within the visualization community: how do we, as

a research community, make nonreproducible work scrutinizable? The primary contribution

of this dissertation is a definition and characterization of traceability as complimentary

to reproducibility for scrutinizing non-empirical work and an investigation in supporting

a traceable research process. This dissertation also contributes a software prototype that

implements user interfaces and visualizations supporting these methods. Four projects

described in this dissertation informed understanding of traceability for design-oriented

visualization research. The first project was a motivation to challenge the status quo for

the design study process and reporting, as current best practices did not support process

transparency. Diverging from current practices in subsequent work, this work focused on

methodological experimentation with criteria for rigor to improve transparency. This project

was the impetus for defining traceability. The third project conceptualized traceability to

support transparency for design-oriented visualization research and a vision of how to

support traceability through a visualization tool. Finally, this dissertation investigated how

traceability transfers to applications outside of design-oriented visualization research in the

final piece of work. Conjointly, these projects sketch a path for how the research community

can make design-oriented and qualitative work rigorous, traceable, and scrutinizable.
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CHAPTER 1

INTRODUCTION

This dissertation investigates traceability as complimentary to reproducibility for design-

oriented visualization research and an investigation into supporting a traceable research

process. Reproducibility is advocated for in the field of computer science as well as the

subfield of visualization. However, visualization covers a spectrum of approaches, from

more quantitative algorithms and perception studies to more design-oriented design studies

in which the subjective, situated nature of the work is not intended to be reproducible.

The work involved in this dissertation investigates other methods for scrutinizing largely

unreproducible research — our proposed solution is through a traceable research process.

The rest of this chapter defines the problem space motivating this work, characteriza-

tion for traceability as complimentary to reproducibility for design-oriented visualization

research, a summary of each chapter’s contribution to this dissertation, and space for future

work.

1.1 Motivation
“Perhaps the most important group of stakeholders in science are researchers them-

selves. If their work is to become part of the scientific record, it must be understandable

and trustworthy. If they are to believe and build on the work of others, it must also be

understandable and trustworthy,”[1]. Trust in scientific research is not possible without the

ability to scrutinize the work, however, the means to establish scrutinizable research differs

between research approaches and epistemology.

The broader scientific research community focuses on reproducibility and replication to

make the process scrutinizable and validate results. Both reproducibility and replicability

have the same end goal but the means to get there are distinct from one another. In
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reproducible research, the original results can be recomputed by an external researcher

with access to the original data, code, and methods of the original study [1]. If research is

replicable, external researchers can obtain results consistent with those of the original study

using new data but asking the same scientific question [1]. Reproducibility and replication

are essential for internal review and validation, evaluation, and communication of results

of predominantly empirical research [1]. Through time, reproducible and replicable work

builds trust in the research claims and can be built upon in future work.

Reproducibility, or the potential lack thereof, in computer science has been a concern

for more than a decade [2] and continues to be [3]. However, computer science is a

diverse field, as is the subfield of visualization, which encompasses a broad spectrum of

approaches, rooted in divergent schools of thought. This diversity means reproducibility is

not appropriate for all visualization research. Moreover, recent work has warned against

the misappropriation of reproducibility or replication to qualitative work stating, “[t]he

inappropriate transfer of quantitative logics to qualitative research potentially puts in

jeopardy a great deal of important work” [4]. Which raises the question, how are we

accounting for research whose contributions do not fit cleanly into reproducible work [1]?

The majority of work contributing to this dissertation is design oriented. Design-oriented

research leverages design as a means to construct new knowledge [5], addressing problems

that are ill-defined, non-determinant, and “essentially unique” [6], [7]. Conducting this work

is inherently constructive and innovative. However, in the process of creating something

new, the design-oriented process can also introduce “opportunities to learn about the

relationship of people and data” beyond the design itself [8]. Design-oriented visualization

research uses the design and development of a visualization tool or system as a medium for

inquiry and knowledge building. Work of this nature is largely unreproducible due to its

subjective, indeterminate, and situated nature [8], [9]. Because design-oriented visualization

research does not fit within the confines of reproducible work, methods for scrutinizing the

results of design-oriented work are vague and ill-defined.

In research across the spectrum of approaches, transparency is imperative for scrutiniz-

ing the results of a research process [1], [3], [8]. Reproducible work relies on transparent,

detailed record of methods, data, and process. For the largely unreproducible design-
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oriented or qualitative research, the work relies heavily on transparency of the process

and how that process led to final contributions to allow the community to scrutinize the

work and determine whether it is trustworthy [10], [11]. However, the abundance of detail

required to ensure transparency can obscure the legibility of the research process, making it

difficult to communicate and scrutinize how the process led to the final results. We propose

traceability as a step beyond transparency to improve the understanding of the process that

led to design-oriented visualization research results.

1.2 Contributions
The primary contribution of this dissertation is a definition and characterization of

traceability as complimentary to reproducibility for scrutinizing non-empirical work and

an investigation into supporting a traceable research process. We also contribute a software

prototype that implements user interfaces and visualizations supporting these methods.

Secondary contributions to this dissertation emerge from the design study collaborations

that informed the work for this dissertation:

• The first is a design study in collaboration with orthopedic surgeons in which we

developed a clinical decision support tool for assessing patient treatment options [12]

(Chapter 2).

• The second is a design study with evolutionary biologists, which includes two new vi-

sualization techniques for supporting the analysis of multivariate trees, three method-

ological recommendations for conducting interpretivist design studies, and two exper-

imental writing devices for reporting on interpretivist design studies, which included

a paper within a paper and direct links to artifacts [13] (Chapter 3). This second

project also included a proof of concept implementation of an interactive timeline to

report on our design study using initial theorizing of traceabilty for design-oriented

visualization research.

• The third provides actionable methods for establishing a traceable design-oriented

process through our experimentation implemented in a visualization tool (Chapter 4).
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• The fourth explores how traceability transfers to other contexts, looking at traceabil-

ity’s benefit for enhancing the transparency and understanding of an AutoML system

and its development (Chapter 5).

1.3 Background and Related Work
This dissertation characterizes traceability, complementary to reproducibility, for scruti-

nizing a research process and the final results. This section lays the theoretical foundation

for traceability in design-oriented visualization research.

Transparency is imperative for making research scrutinizable across the spectrum of

scientific research approaches — from empirical to design oriented. For reproducible or

replicable work, transparency means enough documentation of methods, processes, and

data to recreate the results [1]. As a result of the visualization community’s emphasis on

reproducibility and replication, there has been a shift toward more open research practices,

with more access to data, preregistration of studies, and emphasis on replication in applied

work [3], [14], [15].

In design-oriented research that is largely unreproducible, transparency’s importance

is emphasized for making the process scrutinizable and to allow the research to be built

upon by the broader community [8], [16]. Although process transparency is advocated

for in HCI [17], [18], applied visualization [8], autonomous systems [19], and artificial

intelligence [20], there is scant guidance on how to achieve this transparency to make the

process that leads to research claims scrutinizable.

Meyer and Dykes include transparency as a criterion to establish rigor in visualization

research [8] so others can judge the appropriateness of methods, quality of evidence, and

reasonableness of conclusions. Some of the existing work that exposes the design-oriented

process focuses on the rationale of design-making [21], [22]. The rationale for why some-

thing was done a certain way is significant for design-oriented work, where subjectivity and

human decisions are an inherent part of the process. The why is often captured by making

the rationale behind these decisions explicit. Rainey et al. outlined design implications for

digital tools to improve process transparency and demystify decision-making processes for

stakeholders involved. They created a system for audio capture that attempts to simplify
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the process of capturing qualitative data for analysis in a collaborative setting [21], [23].

Wood et al. proposed a model for design exposition, generating a narrative of the design

and development of visualization tools and including the rationale for decisions made in

the process [22]. Although this work in literate visualization is informative for externalizing

the rationale for decisions made in developing visualization systems, progress is tracked by

the change in code. It does not fully capture the heterogeneous nature of the design process

leveraging various tools and mediums.

In work described in Chapter 3, we proposed tracing a design-oriented visualization

process by making an abundant collection of artifacts available to readers to illustrate

what was done throughout the study [13]. We recognized that design-oriented research

shares many of the challenges of qualitative research in that it is highly subjective and

unreproducible. Process and rationale transparency helps evaluate the work’s conclusions.

Two aspects of a transparent process within qualitative inquiry are transparency in recording

and transparency in reporting. Computer-based qualitative work has embraced tools and

toolkits for coding the data generated from qualitative work. Lu et al. provide a “Qualitative

toolkit” to facilitate the researcher in recording the process to establish transparency and

rigor in the process [24]. There is a range of tools to facilitate research in qualitative text

analysis, such as MaxQDA and NVivo [25].

Bias and subjectivity are inherent in qualitative work. Qualitative researchers address

subjectivity and bias by making them explicit through reflexive and reflective memoing

during the research process. Reporting on qualitative research is meant to make the process

that led to the research conclusions scrutinizable, which is achieved with a research audit

trail. Audit trails are an established method for evaluating qualitative work. Reminiscent of

financial audit trails, qualitative audit trails depend on an external researcher to review the

material included in the audit trail and determine whether they confirm the findings [26]. A

research audit requires extensive documentation of the process. We consider research audit

trails informative for recording and structuring data from a research process that can be

used to scrutinize the researcher’s claims. However, they mainly account for textual data.

Additionally, the audit trails lack a structure to easily deduce how claims made in the final

report developed through the research.
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Design-oriented research leverages design as a medium for inquiry. The research

through design community (RtD) not only recognizes this, it treats design activities as a form

of knowledge generation, where knowledge emergent from the process can be extracted and

generalized [27]. RtD recognizes the messy complexity of the design research process and

the challenges in recording it. Pedgley advocates for tools to record the research process to

build an evidence base for rigor, transparency, and traceability [28]. However, the tools they

mention are low-level, such as “a notebook” and “reflective diary,” and do not record to the

extent that would establish a traceable process. Another method of communicating insights

emergent from this work is through the artifacts themselves [29]. However, this knowledge

embedded within an artifact is opaque. It requires explicit documentation of the underlying

design rationale and decisions, similar to examples we have seen in previously mentioned

design-oriented work. Written accounts of the designs are considered to express only part

of the insight [30]. Annotation externalizes the design-thinking and rationale embedded

within artifacts. Comparing a collection of annotated artifacts highlights higher level ideas

and relationships between these artifacts. Research insight is gained from abstracting

the design knowledge within artifacts designed for specific situations into generalized

knowledge, often done by curating artifacts and bridging the particular design knowledge

embedded in each of them into annotated portfolios [29]–[31].

To inform our design-oriented process that consists of various mediums, methods, and

embedded implicit knowledge, we also looked to related work in science of technology

research. The Science and Technology Studies (STS) community also recognizes the implicit

knowledge embedded within objects through a conceptualization of traces. “We call these

physical results of the ongoing activity the ‘traces’ of the design process. Such traces

are conventionally seen as ‘representational media’ in which to store insights or ideas, to

be retrieved later on when needed”[32]. Traces capture the causal relationship between

phenomena in the world and the mark they leave, such as the link between a person walking

in the sand and the footprints they leave behind [33]. Dourish and Mazmanian argue that

digital information has similar inscriptions of its making, including the cultural, social,

political, and subjective influences [34]. Our notion of traceability is inspired by work in
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traces, leading to our proposed medium for tracing insights: the research thread, which is

described further in section 1.5.3 and Chapter 4.

1.4 Traceability
For research that is not reproducible, process transparency makes the research scruti-

nizable. In our previous work described in Chapter 4, we sought to extract the implicit

knowledge embedded within design artifacts from our process and provide a meticulous,

abundant record of the process [13]. However, we identified a paradox: in providing

this extensive collection of our recorded process, it became harder to understand exactly

what contributed to the final results of the work. This was a motivation for our notion of

traceability and construction of traces that illustrate how design activities, characterized

by the artifacts emergent from them, contributed to the evolution of research insights in

the process. Traceability in research is a step beyond transparency — capturing the causal

aspects of a process that molded ideas emergent from it.

We propose traceability to improve the understanding of design-oriented visualization

research results. By making a process traceable, we aim to provide the means to scrutinize

the final conclusions of a design-oriented research process. Design-oriented visualization

researchers gain knowledge through the process of designing and building visualization

technologies. We refer to the activities and events that are conducted by the researcher

during the process as design activities. A central motivation for the work on traceability

was to make this learning, thinking, and doing of the design researchers scrutinizable.

We trace the evolution of ideas emergent from the process through captured evidence of

design activities we refer to as artifacts. Traceable research allows others to understand

the relationship between the design process, the result, and the final report. Traceability

is achieved through traces, an interpretation of how something came to be, arising from

design activities conducted throughout the design process. Building from this definition,

we describe several types of traces that are important considerations for traceability.

A researcher creates traces through recording design process artifacts. These are then

threaded to provide evidence and context for the evolution of an idea, capturing a trace

of learning and insight. We refer to the curated collection of artifacts that is vital for the
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emergence and evolution of an idea as a research thread. The creation of a research thread

prompts a researcher to reflect on what design activities contributed to the idea and identify

relevant artifacts as evidence, encouraging researchers to both reflect on past activities and

consider present and upcoming activities with the thread as the core connecting idea.

As a researcher develops ideas throughout the design process, they continue to link

artifacts to a given research thread, tracing how the idea evolves. Both artifacts as traces

of activities, and threads as traces of learning and discovery, benefit from annotation to

contextualize the meaningfulness of the collection.

Finally, deep-links to threads from within a research report support the legibility of traces

of research insight by readers of the work. This linking to visualizations of research threads

could be considered a type of auto-graphic visualization that “aims to reveal, isolate,

amplify, conserve, and present material traces as records of past processes and events” [33].

In this way, traceability is supported by framing the context of an idea through the narration

in a report, and connecting that context directly to a trace of how that idea came to be.

As someone reads through the report, they are able to also read through the trace of the

research process.

Supporting traceability hinges on four critical tasks: recording, reflecting, reporting,

and reading. Critically, traceability fundamentally builds from an abundant and diverse

collection of artifacts, which are thoughtfully produced, recorded, and annotated. Recording

of artifacts can be considered as a marking activity that creates a permanent trace of an

otherwise ephemeral process. Through reflection by the researcher, the creation of research

threads encodes their learning and sense-making processes over the course of a study.

Including deep-links to a visualization of threads while reporting on the research makes the

traces of insights legible, scrutinizable, and transparent to others as they read through the

results and evidence.

There are two distinct personas when considering traceability: the researcher conducting

the work, and the reader scrutinizing work. The researcher records artifacts, reflects on the

artifact collection, constructs research threads, and reports on what and how they gained

insights. The reader seeks to understand what happened during the design process, and

why. We distinguish these personas and their divergent goals to better inform how to
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implement traceability. The work of supporting traceability lies with the researcher who

records, reflects, and reports on the design process, whereas the act of retracing lies with

the reader who interprets and scrutinizes research threads and other artifacts.

Building on these ideas, we developed a prototype tool that is a vision for how to

implement traceability in a design-oriented research process. With this tool, we explore

how we might support traceability for design-oriented visualization research, both from the

perspective of the researcher and the reader. This is described in more detail in Chapter 4.

1.5 Contributions of Subsequent Chapters
Next, we summarize the work described in the rest of the chapters, highlighting how

they contributed to the concept of traceability for design-oriented work.

1.5.1 Motivation for Transparency: Composer

Chapter 2 of this dissertation describes formative work that was the impetus for our

experiments with conducting and reporting on design-oriented research. The reporting

of this work was tool-centric, describing a clinical decision support tool for orthopedic

surgeons [12]. We followed established best practices for conducting design studies [9].

After post hoc reflection on the process, we identified limitations for reporting on design

studies and design-oriented research more broadly.

Design studies are established modes of inquiry for conducting applied, design-oriented

visualization research, where visualization researchers collaborate with domain experts

in a given field to design tools that help them answer questions with their data [9]. We

conducted a design study to develop a visual cohort analysis tool using established best

practices, collaborating closely with orthopedic surgeons from the University of Utah. Our

collaborators have a high number of patients with back pain. They wanted a tool to help

determine ideal treatment options for these patients based on assessing a cohort of similar

patients. The cohorts are defined from demographic information, medical and procedural

histories, and a quantitative score for physical function.

The primary contribution of this work was a clinical decision support tool for orthopedic

surgeons we call Composer. The tool includes methods to flexibly define multiple patient
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cohorts (Figure 1.1A). Once one or more cohorts are defined, the physical function scores

of the grouped patients can be plotted through time to determine how similar patients did

before and after various treatments. Figure 1.1B shows two cohorts plotted superimposed,

comparing the cohorts’ physical function scores after injection versus surgery.

Reporting of this work followed traditional practices for design study reporting, which

emphasizes novel visual analysis systems and techniques as primary knowledge contribu-

tions. As mentioned previously (Sec. 1.1), design-oriented work can also expose insights

beyond the design itself. Considering the research from this perspective, the software-

centric view can limit the potential for what design study contributions could be. For

example, our design process was highly nonlinear, and our shifting understanding of the

data and our collaborators’ process directly influenced the design direction. As a result, the

early iterations varied significantly compared to the later iterations. Despite the nonlinear

nature of our process, reporting was very limited in the amount of discussion on this design

evolution, giving the appearance of a straightforward linear process from start to finish.

This simplification limits what insights we report on and puts a significant amount of

faith into whether the conclusions this work came to result from a rigorous process. This

Figure 1.1: Interface of Composer. (A) Panel to define cohorts in the interface. (B) Interface
shows aggregations of two cohorts’ physical function scores, aligned by treatments. This
example compares surgery vs injection.
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formative work motivated our divergence from established practices in our subsequent

design study. We saw the limitations of reporting design-oriented research in traditional

tool-centric paper formats. These identified limitations led to experiments in our subsequent

work that defined the direction of this dissertation.

1.5.2 Formative Work for Traceability

Chapter 3 of this dissertation describes the formative work to establish transparency in

design-oriented visualization research, which led to our initial construct for establishing

transparency through traces of the design process [13]. This construct emerged from a col-

laborative design study with evolutionary biologists in which we developed a visualization

tool to identify patterns in their phylogenetic tree data.

The contributions of this work were diverse. We had a tool-centric contribution; two

new visualization techniques for supporting the analysis of multivariate trees: 1) a trait

view (Figure 1.2A) that visualizes node-value distributions under uncertainty for associated

characteristics along multivariate subtrees; and 2) a pattern view (Figure 1.2B) that helps

visually identify underlying patterns in traits between species. In addition, we had three

methodological recommendations for conducting an interpretivist design study: 1) establish

systematic reflective practices that include reflexive notes, reflective transcriptions, and

artifact curation; 2) build and maintain a trace of diverse research artifacts; and 3) argue

for rigor from evidence, not just methods. We also had two experimental writing devices

for reporting on interpretivist design study: 1) inclusion of direct links to research artifacts

to transparently provide an abundance of evidence; and 2) embedding of a design study

paper within a methodological one to highlight the diversity of our research contributions.

As mentioned in Sec. 1.5.1, design studies are established modes of inquiry for conduct-

ing applied visualization research [9]. Design study reporting traditionally emphasizes

novel visual analysis systems and techniques as primary knowledge contributions, leaving

little room for other non-tool-centric contributions. For this work, we diverged from the

established practices for conducting design studies and experimented with criteria for rigor

outlined by Meyer and Dykes [8] to explore what design study contributions could be.

These experiments led to the diversity in the contributions previously mentioned. The



12

Figure 1.2: Trait view and pattern view of the Trevo tool. (A) The trait view shows a
breakdown of traits through the phylogenetic history of the Anole lizard population. In
this example, the trait bins for SVL trait are brushed to filter the population. This selection
is highlighted in the phylogentic tree on the right sidebar visualization. This selection can
be made into a separate clade for comparison and analysis. (B) The pattern view shows the
calculated top pairs of species for a given pattern. Patterns can be selected from the top bar
in the view. The ranking is based on three metrics: distance from split into separate species,
maximum difference of values between reconstructed traits, and closeness of values in the
current species. This pattern view is used to identify underlying patterns that indicate
evolutionary mechanisms. This example shows potential situations of convergence between
species, that indicate species pairs that are similar due to adaption to similar environments.
Both views are used to identify underlying patterns and trends in morphological traits of
the Anole lizards through time.
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criteria we chose were: reflexive, abundant, and transparent. Reflexive is explicit acknowl-

edgment of a researcher’s involvement and influence on the work they are conducting [8].

We adopted systematic, reflexive memoing through the collaboration in an attempt to

capture the influence we had on the design process. Abundant includes rich details, data,

perspectives, and context within the work to help shape and inform the research [8]. We

conducted a three-month, immersive field study working directly in our collaborators’

lab. We attempted to capture as much detail of the process as we could. This collection

included notes, screenshots, emails, text messages, sketches, diagrams, related work, and

paper drafts. Transparent is a criterion that has implications for all other criteria. However,

the high-level goal for transparent criteria is to be detailed, meticulous, and reflexive in

the record of the design process, including the design rationale for decisions made in the

design-oriented process [8]. We attempted to report on our process as transparently as

possible. We constructed a web-based, interactive audit trail to communicate the process

through interaction with our collection of artifacts (Figure 1.3). In the final report, we

linked claims made in the paper to the actual evidence in the timeline.

In our effort to make our work transparent, we discovered a paradox. We sought to

establish transparency by providing a detailed, abundant record of the process. However,

we realized that the pure abundance of details made it hard to understand how the process

led to the research conclusions. The extensive collection needed more structure to glean

any significant understanding of how activities molded and shaped research ideas. At the

tail end of this work, we began to link artifacts by important terms (Figure 1.3). These

efforts were the beginning of our notions of traceability in future work and this dissertation,

through the development of a construct we called tRRRace, for Recording, Reflecting, and

Reporting on design-oriented work. We began to see artifacts as traces of the design process,

which we expanded on in our subsequent work.

Reflecting on this work, we generated more questions than answers. How do we ensure

the persistence of ideas emergent from a process and the myriad artifacts that mold these

ideas? How do we consider privacy concerns, as well as anonymization constraints? How

do we develop and maintain a record of the design process in a way that does not slow

down design-oriented research? How do we improve our recording practices to enhance
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Figure 1.3: Interface of the interactive timeline of a trrrace. This shows an artifact sketchbook.
The tag correlation is selected and this highlights other artifacts that also share that tag.
This was the initial theorizing for connecting artifacts conceptually.

the traceability of a design process? How do we report a design process in a way that is

accessible, understandable, and scrutinizable? These last two questions became the focus of

this proposed dissertation.

1.5.3 Defining and Characterizing Traceability

Chapter 4 describes the central piece to this body of work: a definition and characteriza-

tion of traceability to complement reproducibility for a design-oriented process realized

through our experimental prototype, tRRRaceR. Our previous work recognized the paradox

of transparency and the subsequent need for a traceable structure to more explicitly illus-

trate how a process led to final conclusions. However, we did not know how to implement

traceability within a research process. This gap became a central motivation for this work.

tRRRaceR is our vision for implementing a traceable research process in conducting and

reading the research.

The contributions of this work are two-fold. The first is a conceptualization of traceability

for design-oriented visualization research as a complementary goal to reproducibility.

Second, we offer a vision of how to support tracing through our prototype tool tRRRaceR

(Figure 1.4). The capital R’s stand for the four critical tasks of traceability — record, reflect,

report, and read — for the two distinct personas involved — the researcher and the reader
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Figure 1.4: Contributions of the work. (A) Visual encoding of activities and artifacts in
the tRRRaceR interface with the research thread “Tool Overview” selected. The threaded
artifacts are highlighted. (B) Conceptual graphic of a traceable process. Design activities are
characterized by the captured artifacts emergent from these activities, which are threaded
into research threads that illustrate the evolution of ideas. These are then cited with deep
links in the final report to support claims made.

(Sec. 1.4). We have two distinct interfaces to account for the two personas: tRRRaceR

Recorder for the researcher conducting the work and tRRRaceR Reader for the reader of

the work.

Reflecting on our previous work (Sec. 1.5.2), we recognized that a traceable process

still required an abundant collection of artifacts as a medium for tracing. However, we

knew the burden of recording the process was a potential limitation for a researcher, who is

required to do a significant amount of curating and organizing. We wanted to scale this,

streamlining the overhead of recording the process. This project was a collaboration with

visualization researchers at the University of Edinburgh. Inspired by our previous work

(Sec. 1.5.2), they built an initial tool for recording research activities that addressed some of

the limitations and overhead of recording design-oriented work. We used this initial code

base as a foundation to build the tRRRaceR tool. We expanded the tool functionality to

account for reflecting, reporting, and reading design-oriented work to make the process

and the emergent ideas traceable.

As previously mentioned (Sec. 1.5.2), our extensive collection of process evidence lacked

the structure to be understandable to external readers or to glean significance from easily

— it was not traceable. The initial tool allowed the recording of artifacts but lacked the
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mechanisms for linking artifacts and capturing emergent ideas. In this previous work (Sec.

1.5.2), we linked artifacts conceptually through tagging, but this was in its early stages

and not enough to be traceable. More so than linking tags, we needed a mechanism for

capturing the emergence and evolution of ideas from a design-oriented research process. A

traceable research result allows others to understand the relationship between the design

process, the result, and the final report. This definition of traceability for a design-oriented

process emerged from the lessons learned in developing our tRRRaceR prototype.

Important implications for a traceable process emerged from our experiences using

and building the tool concurrently. A pillar for traceability in a design-oriented process,

the research thread (Sec. 1.4) was developed out of necessity, providing the scaffolding

to capture emergent, ephemeral research ideas and phenomena. Research threads are an

explicit mechanism to annotate and link together artifacts contributing to an idea (Figure

1.4). The researcher conducting the work constructs threads through the process, associating

artifacts to threads and the rationale for why they contributed to the development of an idea.

Threads provide an explicit trace of how a final result developed and help the researcher

keep track of ongoing ideas and insights during the process.

In conclusion of the work, these threads can be viewed and explored in the reader version

of the tRRRaceR tool to understand how the research process leads to its conclusions. To

strengthen the ties between claims made in the final research report and the underlying

ideas and evidence that led to them, we directly link to evidence from tRRRaceR in the

paper. These links, which we refer to as deep links (Sec. 1.4), are automatically generated

for the researcher in the tool interface. Links to evidence have three levels of granularity:

artifacts, activities, and research threads. These distinctions were necessary, as these are not

only the granularity in which we could cite evidence; they became the building blocks for a

traceable process.

To closely tie the experience of exploring a thread of a project and reading the work,

we embedded a PDF paper viewer in tRRRaceR. We believe this small step toward a more

interactive reading experience for threads has greater implications for reading research

reports for our community. Reflections on this in more detail are found in Sec. 1.6.
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Another critical factor for establishing a traceable, design-oriented process is privacy.

How do we make a profoundly human-centered process easily scrutinizable and under-

standable while protecting privacy? This is still an open question. However, we tried to

account for privacy by limiting access to the information in the tRRRaceR Reader. Names

are replaced with initials or titles in the reader version. In addition, the researcher can mark

certain sensitive design activities as private, hiding them in the reader version. We believe

this is a step forward, but much work is needed to ensure the privacy of participants and

collaborators in future work on traceability and transparency more broadly.

Four research projects informed the iterative design and development of tRRRaceR. The

first research project is a retrospective look at the data from our initial experimentation with

rigor and transparency in the EvoBio design study [13], which also extensively documented

the design process through the collection of artifacts. The second research project adopted

the tool as a meta-study for the tRRRaceR project. This helped inform the functionality

and provided an opportunity to use the tRRRaceR tool for retracing claims made in this

research paper. The third research project is an interview study exploring the dynamics of

collaborative visualization research from an ethical dimension. The fourth research project

is a visualization design study with quantitative social scientists.

The tool tRRRaceR is our vision of how to support traceability with technology. Al-

though the recording process is more streamlined than without the tool, we recognize the

inherent overhead in a meticulous process recording. There is ample space for future work.

1.5.4 How Traceability Transfers to Human-ML/AI Pipelines

The final chapter (5) of this dissertation illustrates how traceability transfers to domains

outside of design-oriented research — by exploring traceability to better understand the

cascade of data and insights within an auto machine learning (AutoML) pipeline. In this

example, we capture and trace artifacts from an AutoML pipeline to make human-ML/AI

interactions within this process understandable and scrutinizable. This project emerged

from a collaboration with a team in industry, designing and developing an AutoML tool for

business analysts with extensive domain knowledge but lacking the technical expertise to

leverage machine learning models in their work.
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Data work, comprised of multiple interrelated phases, leverages statistical and com-

putational techniques to answer questions within the data. Regarding target users of the

tool our team was developing, these users wanted to be able to identify influencing factors

that would cause a customer to behave one way or the other. For example, by providing

customer data at a restaurant, users want to know the influencing factors that would lead a

customer to cancel their reservation. Answering questions like this requires considerable

technical skills, making it inaccessible to many experts with domain expertise lacking the

technical knowledge to implement such a pipeline. There is increasing momentum in work

to automate these pipelines [35]. AutoML tools democratize data work by automating

sections of the data work pipeline, lowering the barrier for nonexperts to utilize.

The development of AutoML tools on an industrial scale carries its own unique chal-

lenges. Recent work highlights two significant human-ML/AI collaboration challenges

that motivated our work in this space [36]. The first challenge of this collaboration is the

added uncertainty in the ML/AI system outcome, which is difficult to address with current

designs. Transparency is advocated to build trust in AutoML tools. However, most of

this work is focused on understanding the model or analysis phase, prioritizing machine

learning engineers and not accounting for the diversity of teams involved in human-ML/AI

collaboration and the entire end-to-end pipeline [37]–[44].

The second challenge is the difficulty of communication within a diverse team of exper-

tise. Close collaboration between user-oriented researchers and ML/AI engineers is vital to

developing a successful tool. However, there are significant challenges in communication

stemming from a lack of a “common language for scaffolding” such an interdisciplinary dia-

logue [36]. The challenge was reflected in our collaboration with a diverse team building an

AutoML tool. In this work, we wanted a medium for communicating the intricacies of this

end-to-end pipeline within a team of people with diverse skills. We also wanted a visual

aid to show the influence a change in a given phase had in the downstream phases of the

analysis that the team could immediately understand.

Taking inspiration from design-oriented work [13], [45], we focused on surfacing

artifacts captured from the analysis pipeline to communicate and understand what was

happening from start to finish. These artifacts are surfaced to communicate what happened,
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when in the pipeline and what it influenced downstream. Although an inherently different

traceable end goal than our previous work in this dissertation, this work stands as an

example of how traceability provides the structure for communicating how things evolve

within a given process.

The contributions of this work are three-fold. First, we define traceability for Machine

Learning (ML) and Artificial Intelligence (AI). Next, we provide an AutoML artifact taxon-

omy characterizing the variety of artifacts captured from this pipeline. Third, we show the

utility of our artifact taxonomy with an interactive sketch we call AutoML Trace (Figure

1.5).

As design-oriented visualization research and AutoML pipelines are fundamentally

different from one another, the definition of traceability for design-oriented work does

not translate perfectly for this context. We define Traceability for ML/AI as encompassing

provenance, transparency, and context. Provenance is defined as recording individual

artifacts and their origins; what generated the artifact, and other artifacts dependent upon

it. Transparency concerns the ability to understand how the model arrived at its conclusions.

Context determines where the artifact exists with the analysis. These three aspects of

traceability make the AutoML pipeline traceable. We trace the process using captured

artifacts as a medium.

The taxonomy was beneficial for defining these artifacts along the pipeline because it

creates a common language for the team members who work on disparate aspects of the

tool. It also allows a standard vocabulary to compare different AutoML tools.

The final contribution, our interactive sketch we call AutoML trace, utilizes the taxonomy

to structure our visualization, artifact dependencies, and affordances. For the prototype

visualization, we emphasized the dependencies of these artifacts to trace back the sources

of an issue — or determine what would be affected when something changed. This was

presented to the team so they could get a sense of how the artifacts are dependent on one

another (Figure 1.5B), the breakdown of human and machine-generated artifacts in the

process (Figure 1.5A), and what would be affected downstream when something changes.

For this last point, we captured and illustrated multiple versions of artifacts to illustrate the

changes happening within them (Figure 1.5C).
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Figure 1.5: Origin and dependency views of AutoML Trace interactive sketch. (A) The
origin view distinguishes human vs machine generated artifacts, organized by the pipeline
phases. Users can view details of the work on hover and clicking on the artifact circles.
(B) The dependency view shows the artifacts oriented by pipeline phases with explicit
links, shown as arcs, for the dependencies between artifacts. Arcs before the given artifact
are artifacts upstream a given artifact is dependent on. Arcs after the artifact connect to
downstream artifacts that are dependent on the given artifact. This is meant to show what
artifacts in the pipeline are influenced when a given artifact changes. (C) The version history
for individual artifacts in the dependency view. This shows when artifacts change along
the pipeline, and how that is affected downstream.
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In this work, we applied the notion of traceability outside the space of design-oriented re-

search to communicate better the dependencies and inner workings of an AutoML pipeline.

By considering traceability, we offer a different perspective on artifacts. We argue trace-

ability encourages a broader consideration of an artifact’s lineage, generation, use, and

contextual factors. This work is the first step. There is ample space for further work in

traceability for AutoML and ML/AI work more broadly.

1.6 Discussion and Future Work
Transparency is vital for research across the spectrum of approaches and epistemology

to be able to scrutinize the work. Reproducible work relies on enough detail on methods

and available data to be able to reproduce the results. Qualitative or design-oriented work

is often heavily directed by human factors. As these approaches are largely unreproducible,

qualitative and design-oriented work relies on a detailed record of what happened and

the rationale for decisions made. However, a detailed record of process material without

structure is not understandable or scrutinizable. We identified this limitation and developed

the notion of traceability to make the process that shaped and molded research ideas

understandable and scrutinizable. This work on traceability is a step toward making the

design-oriented visualization process understandable and scrutinizable as a means to build

confidence in the conclusions of the work and facilitate others to build upon the work in

the future.

We defined and characterized traceability as complementary to reproducibility for

scrutinizing design-oriented work through the four projects described in this dissertation;

the published work for the tool Composer [12] that motivated experimentation with rigor

and transparency, the published work for these subsequent experiments [12] that was the

impetus for our development of traceability, the central piece that developed our notion of

traceability and implications for a tool to implement it in design-oriented work (Chapter

4), and an example of how traceability can transfer outside of the space of design-oriented

research (Chapter 5). Although this last piece of the dissertation is an example of how

traceability transfers to Human-ML/AI pipelines, we believe the potential for traceability



22

extends broadly into qualitative work, such as audit trails. We provide further details on

the implications for this in future work.

1.6.1 Reflection on Challenges

To establish traceability in our work and, more broadly, in our research community, we

need tools to facilitate tracing. Our tool is just one example of how to support traceability in

a research process and served as a probe into the opportunities and challenges in this space.

Here we reflect on challenges we discovered during this probe to consider in developing

tools and technology for traceability.

Research processes are highly unique and individual, especially design-oriented work.

Any tool developed to facilitate the research process must consider this individuality.

The concept of traceability is not dependent on any specific tool. However, the tools we

build inform how we conduct a traceable process, which influences our understanding

of traceability. Our vision of facilitating traceability in a prototype was informed by a

small sample size of individual processes. Although we designed the tool to be flexible

for different preferences, testing and broader use of the tool would greatly benefit the

technology and further inform new implications for traceability.

Another challenge regarding tools for traceability is the impermanence of web technol-

ogy. We build a tool that documents the research process. How do we do this in a way that

persists? This impermanence also broadly impacts the visualization community, especially

its effect on research contributions in our field. We built a web-based tool in which the

technology will someday be obsolete. How do we maintain or archive these technological

contributions to allow the community to build upon the work? We see this challenge as

another potential benefit for traceability to inform how we archive technological artifacts,

which we describe in future work.

Traceability requires added time and effort, as does reproducibility for empirical research.

Is tracing worth this time and effort to extensively record the research process? We sought

to minimize the burden in our prototype to implement traceability in the process (Chapter

4). However, even with tools to decrease the burden of recording, establishing a traceable

process requires significantly more work. Despite the added time and effort, we believe
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a traceable process is worth the added burden for two main reasons. First, we speculate

that tracing and reflecting improve the quality of the research. A more thoughtful and

considerate process will likely lead to more thoughtful results. For example, continuous,

systematic reflection on the process of our work described in Chapter 3 directly led to our

methodological contributions. In our more recent work (Chapter 4), tracing the process

not only contributed to our conceptualization of research threads but also allowed us to let

research ideas take up more time with less reward die. Early in the process, we explored

NLP methods to surface ideas and interesting topics within the wealth of recorded textual

data. After recording our notes on NLP methods, and regular discussions of the running

threads in the process, we realized that the effort in leveraging NLP methods in the research

project was not worth its contributions to the current work. We ceased efforts on NLP

and focused on more fruitful threads. Second, traceability is a medium for scrutinizing

qualitative and design-oriented research. Audit trails provide a detailed description of a

process for qualitative work, making the work available to an “auditor” external to the

research. Although this provides extensive documentation to explore, the abundance of

detail and lack of structure requires more work for those scrutinizing this process, as the

results and their evolution are not delineated. In summary, establishing a traceable process

requires added time and effort. However, so do alternatives, such as reproducibility and

audit trails to provide enough detail to scrutinize the work. We view this added burden as

an essential part of the process to ensure we can make research accessible and scrutinizable

for the benefit of the community. Design-oriented work in this space is no different.

1.6.2 Future Work

There are multiple directions for future work: implications for supplementary material

and interactive research reports, as well as further streamlining of the recording process to

make implementing traceability more accessible.

1.6.2.1 Impact on Supplementary Material and Research Papers

Advocates for open science emphasize the importance of publishing stimulus, tasks,

data, analysis scripts that directly produce figures, and any other material to aid in reproduc-
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ing work to public repositories such as https://osf.io/. Chapter 4 describes the tRRRaceR

tool, our vision for implementing traceability in design-oriented research. tRRRaceR re-

duces the gap between the report of the project and the supplementary material by linking

the evidence directly to claims made in the research paper. We believe that scientific papers,

both using quantitative or qualitative methods, would benefit from being liberated from

their static form. Traceability and the close integration between research claims and under-

lying evidence can change how the scientific community uses supplementary material. We

have been reading academic work in the same manner for more than 60 years. The papers

have remained predominantly static as we have moved to digital archives and readers for

academic work. Herein lies a significant gap in the potential for reader experience rich

in interactivity and evidential threads of research claims readily available within the text.

tRRRaceR is an initial example of how we can enrich our interaction with insights in a

paper and the underlying work. By closely linking claims to underlying evidence, we can

narrow the intellectual jump readers and reviewers have to make between reading the

work and confirming evidence to support these findings within supplementary material.

This vision requires more allowance in diverse paper formats and reading experiences and

functionality to upload and link process artifacts and threads. In parallel, this vision is

made more challenging with the impermanence of tech. We need the support of the broader

scientific research community to make this happen.

1.6.2.2 Saving Iterations of a Tool to Communicate
the Evolution of Interactions

Making a design-oriented process traceable requires a detailed record of the process.

Although our work with tRRRace, tRRRaceR, and AutoML Trace sought to expand the

view of what you could capture from the process, we had just scratched the surface. One

question remaining is how to capture and communicate the change in an artifact that had

multiple iterations. In the AutoML work, this was directed at the outputs, parameters,

and logs that would change frequently through the analysis. Future work would explore

how we show these changes within the artifacts themselves and how these changes affect

the process and other artifacts downstream. For design-oriented visualization research,

https://osf.io/
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how can we illustrate the evolution of the tool itself? Future work in this space would

explore how we can capture tool states to communication the evolution of the tool, and

how it changed in relation to the ideas developing along the process. Showing states of the

tool allows the reader to re-experience the interactions or the problems that appeared in a

particular version of a software artifact, allowing a deeper understanding of past versions

that cannot be captured in screenshots.

1.6.2.3 Does Traceability Transfer Outside of
Design-Oriented Visualization Research?

In Chapter 5 of this dissertation, we describe how we applied traceability to better

scrutinize an AutoML pipeline, making the dependencies of artifacts in the cascade of

information explicit. We believe that traceability has potential outside the field of computer

science. AutoML is just one of these spaces. Traceability requires evidence that contributes

to ideas, but also the temporality of the activities that contributed to the evolution of

an idea. We can begin to draw cause and effect leading to contributions, emphasizing

how things developed and changed through the process. This emphasis on how things

changed and why could benefit audit trails and reporting of qualitative work more broadly,

often containing an abundance of textual data, memoing, and transcripts. Similar to

design-oriented work, qualitative research is inherently reproducible, heavily relying on

the transparency of what was done, and why, to make the work scrutinizable. Audit trails,

however, lack the curated delineated structure of threads that capture the emergence and

development of research insights.

1.7 Conclusions
To revisit the statement made introducing the motivation for this work, the most im-

portant stakeholders in science is the community itself. Establishing understandable and

trustworthy research is not only vital for the scientific record, it is vital to build upon work

to advance our research community and our field [1]. Trust in scientific research is not

possible without the ability to scrutinize this work and establishing transparency is not only

a benefit, but a responsibility.
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Reproducibility is one method for evaluating whether a process employing empirical

methods can be trusted, but we have a gap in understanding how to evaluate work that is

not traditionally reproducible. This work seeks to address the visualizations community’s

gap in scrutinizing this nature of work by defining what traceable research means for a

design-oriented or a qualitative research process. We hope that this work can contribute

to the conversation about validating research that is not meant to be reproducible in our

community. In addition, we hope that the mechanisms we use to report on our own

process in defining and characterizing traceability will allow others to scrutinize the process,

determine whether they trust the results, and be able to build upon where we left it.
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Background and Significance

Determining the best treatment option for patients with back
pain involves an assessment of their medical histories and a
comparison to similar patients. Such comparisons have relied
on a physician’s memory of related prior cases, which can be
influenced by cognitive biases. With an increasing amount of
data available for patient populations in electronic health
records (EHRs), visual cohort analysis has gained attention
as an informative analytic tool in healthcare. Recent work has
showntheefficacyof using subsets of similar patients, referred
toas cohorts, foroutcomeanalysis andprediction ina “patient-

like-me” approach.1,2 This approach can help clinicians assess
treatment options for patients with certain characteristics or
preexisting conditions (comorbidities) that can influence
recovery and response to treatment.

In this article, we introduce Composer, a visual analysis tool
for comparison of patient outcomes in cohorts under alterna-
tive treatment options. Composer was developed in collabora-
tionwith domain experts at the University of Utah Orthopedic
Research Center. We incorporate outcome scores that are
frequently measured over the course of treatment in the
decision-making process, supplementing physicians’ memory
of prior cases. We used the Patient-Reported Outcomes

Keywords
► cohort analysis
► visualization
► support
► comparisons

Abstract Objective Visual cohort analysis utilizing electronic health record data has become an
important tool in clinical assessment of patient outcomes. In this article, we introduce
Composer, a visual analysis tool for orthopedic surgeons to compare changes in
physical functions of a patient cohort following various spinal procedures. The goal of
our project is to help researchers analyze outcomes of procedures and facilitate
informed decision-making about treatment options between patient and clinician.
Methods In collaborationwith orthopedic surgeons and researchers, we defined domain-
specific user requirements to inform the design. We developed the tool in an iterative
processwith our collaborators to develop and refine functionality.WithComposer, analysts
can dynamically define a patient cohort using demographic information, clinical para-
meters, and events in patientmedical histories and then analyze patient-reported outcome
scores for the cohort over time, as well as compare it to other cohorts. Using Composer’s
current iteration, we provide a usage scenario for use of the tool in a clinical setting.
Conclusion We have developed a prototype cohort analysis tool to help clinicians
assess patient treatment options by analyzing prior cases with similar characteristics.
Although Composer was designed using patient data specific to orthopedic research,
we believe the tool is generalizable to other healthcare domains. A long-term goal for
Composer is to develop the application into a shared decision-making tool that allows
translation of comparison and analysis from a clinician-facing interface into visual
representations to communicate treatment options to patients.
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Measurement Information System (PROMIS)3 scores as the
metric for patient physical function (PF) and well-being over
time.

The technical contributions of Composer include methods
to flexibly define multiple patient cohorts based on EHR data
and demographic attributes as well as medical codes asso-
ciated with a given medical visit. We provide functionality for
PROMIS score normalization to allow for alignment of score
trajectories based on events in patient medical histories, such
assurgeryor injection.Wealsoprovidetheability tonormalize
scores from absolute measurements to relative change to
identify improvement of patient PF. Finally, we introduce
aggregation methods to deal with larger patient cohorts.

Background

Cohort Analysis
Most clinical guidelines are based on evidence from clinical
trials and controlled studies. However, data collected from
clinical trials, often sourced from a general population, may
not provide an accurate reflection of potential outcomes for
subsets of patients with preexisting conditions and comor-
bidities.2 Clinicians are, therefore, interested in using EHR
data and observational studies to better identify factors that
can influence the recovery of such patients.4 A cohort is
defined as a subset of the general population that shares one
or more defining characteristics. The analysis of cohorts has
proven effective in the medical community for identifying
factors that affect patient recovery and treatment.

In clinical applications, cohorts can be defined by utilizing
patient data collected through the EHR system. The medical
community has relied on cohort subsets sourced from a large
bodyof EHR data that can be used for retrospective analysis.4,5

Cohorts ofpatients formed fromEHRdatahave thepotential to
be used for “patients-like-me” comparisons,2 in which clin-
icians can define a cohort with attributes mirroring a given
target patient. These comparisons can help identify factors
that influence patient recovery and have been used to develop
predictive tools that help domain experts determine the best
treatment options for a given patient.6–8

PROMIS Score System
PROMIS is a validated measurement system that evaluates a
range of patient PFs.9 In this article, we use only PROMIS PF
scores. The PROMIS system defines the abilities of a patient
with a specific score, which is determined by patient
response to a series of questions.3 A patient who can run
10 miles without difficulty would have a PROMIS PF score of
approximately 72, whereas a patient with a score of 32 can
stand for a short period of time without difficulty.10 If
patientshave answered that they have trouble walking a
mile, later questions will focus on a smaller range of physical
abilities. The score system is converted to a t-score metric
that ranges from 0 to 100, with an average ability score of 50
and a standard deviation of 10. All scores are scaled to values
relative to the average score. For example, a score of 40
implies PF that is one standard deviation lower than the score
of the reference mean.3

The University of Utah Orthopedic Research Center has
been a proponent in the use of PROMIS scores to assess
patient outcomes.11 Recent research into PROMIS PF scores
to evaluate a given procedure relative to cost has identified
PROMIS PF as a more accurate assessment of physical well-
being for patients with spinal ailments than the Oswestry
Disability Index, which is derived from patient-reported
questionnaire and is used to measure lower back pain. Due
to its accuracy, PROMIS PF can be a valuable metric to
evaluate patient well-being following treatment and assist
in evidence-based decision-making for treatment options for
patients with spinal conditions.12

Domain Goals and Tasks

This project emerged from a collaboration between two
computer scientists with four medical researchers from the
OrthopedicResearchCenterand theDepartmentofPopulation
Health Sciences at the University of Utah. The domain scien-
tists are currently investigating the use of PROMIS scores as a
measure of patient well-being and progression of PF following
various procedures for spinal ailments. In this project, we
specifically target treatment options for intervertebral disc
herniation. In meetings on a biweekly basis over 18 months,
we collected notes on current EHR and PROMIS score use
within the Orthopedic Research Center to identify domain
goals and inform the design of our tool.

Two of the collaborators are spinal surgeons who have not
used visualization of EHR data when considering a patient’s
options for treatment. Instead, their assessments have been
based on past experiences. When determining patient treat-
ment options, they take into account demographics, medical
comorbidities such as diabetes, prior treatments, and current
symptomsandseverity. They thenchoose thetreatment that is
likely toresult in thebestoutcomewhilealsoconsideringother
factors such as recovery time and cost. The main treatment
options considered by our collaborators for patients suffering
from intervertebral disc herniation are hemilaminectomy (a
surgical procedure), steroid injection, and physical therapy, as
well as their combinations thereof. Because the medical
histories and collected EHR data for the patient population
are extensive and involve a variety of records and data types,
we sought to develop a visual analysis solution that combines
our collaborators’ data into a comprehensive dynamic inter-
face that helps them identify trends in patient outcomes. We
identified three functionality requirements that inform the
design of Composer, defined below:

R1. Define meaningful cohorts of patients and analyze
how this subset of patients reacts to various treatments
and procedures. The clinicians need to be able to form
cohorts from the EHR databased on patient demographic
information, treatment history, medical records, and
initial PF scores.
R2. Compare the outcomes of different cohorts, for exam-
ple, PF outcomes following different treatment options in
otherwise identical cohorts, or to identify an effect of a
comorbidity.
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R3. Normalize PFscores in several ways to successfully
analyze and compare cohort outcomes, following an
event, such as surgery.

Related Work

Visualization of patterns in patient medical histories helps
identify risk factors that influence patient recovery following
treatment.13 Recently developed clinical tools provide visual
support for users, often in the form of aggregated represen-
tations of patient data derived from EHR as well as visual
comparisons for patient outcomes and trajectories.5,7,14

Composer is related to various tools and techniques for
cohort definition and EHR analysis, which we discuss below.

Cohort Definition
Cohort definition is a vital first step for analysis. Emergent
patterns identified in cohort behavior and outcome remain
dependent on the accuracy of the cohort creation,15 and
therefore, cohort definition tools oftenprovidevisual feedback
to track stages in cohort definition.15 We included a visual
representationofeachfilter layer for a cohort in Composer and
have extended this idea to allow dynamic changes to filters.

Cohort Comparison
Current visual tools often provide users the ability to compare
clinical pathways and outcomes of patients. These compar-
isons help users identify differences in patient outcomes
between two defined cohorts and diverging event sequences
within a given cohort’s records.5 Normalization to a standard
time metric and alignment at events in the patient histories
facilitate comparison andhighlight patternswithin the data.13

This time metric, often in the form of days or visits, allows
patient histories to be viewed along a common axis. A tool
developedbyBernard et al14 allows realignmentof events, e.g.,
when metastases develop in cancer patients. By sorting and
realigning, users can better see trends between events and
their corresponding phases. Comparisons can be used for
identifying both significant differences as well as similarities
and recurring patterns. In contrast to Bernard et al, Composer
represents patient trajectories as single lines layered over one
another, which allows visualization of a larger number of
patient trajectoriesatonce. InComposer,wenormalizepatient
data to a standard daymetric and allow users to realign scores
to a common-procedure event. This facilitates comparison of
score fluctuation for cohorts containing several hundred
patients after givenevents byviewing thepatient score change
aligned on a common axis.

Aggregation
Much patient data include event sequences and temporal
information. With a large amount of patient data over a span
of years, visualization of patient care pathways and events
can prove difficult. Clinicians must be able to identify
patterns of events within a single patient’s medical history
and recurring trends between multiple patients’ records.16

Data, therefore, are often aggregated and summarized to
identify emergent patterns within the cohort’s medical
timelines and track progression.17 Aggregation can help

with pattern identification within complex temporal data
by reducing the visual complexity, although it can also hide
subtle trends in the data.16,18 Composer uses aggregation of
individual scores to show emergent trends in PROMIS score
fluctuation without the clutter of hundreds of individual
plotted trajectories of patient scores at once. Users can view
the scores individually or aggregated at their discretion.

Making Relationships in the Data Explicit
Many recent tools facilitate cohort definition and analysis by
making relationships between events and static attributes
more explicit. Bernard et al’s visual analysis tool for patients
with prostate cancer visualizes distributions of static attri-
butes in thedataand indicateswhenanattribute’s frequency is
higher or lower in the cohort relative to the population. This
visual information is valuable to the domain expert as it
provides insight intofilter constraints on attributes thatmight
have influenced a subset of patient outcomes.14 Du et al’s
EventAction is a prescriptive visual tool for event sequences. It
provides plots showing positive and negative correlations
between categories and outcomes.19Another method of high-
lighting significant relationships within the cohort data is
through visual hierarchy and color. Many visual tools provide
color-coded highlighting to emphasize significant events.14,20

By making these relationships explicit, users can make
informed decisions to determine the next steps. We have
incorporated these methods in Composer by providing dis-
tribution plots to show the number of patients in the entire
populationwhomeet therequirements foreachfiltercategory.
For example, users can see the distribution spread of patient
body mass index measurements. We also provide visual
representation of each filter constraint on a given cohort along
with the number of patients at each filter stage.

Composer Design

Composer, shown in►Fig. 1, consists of two components: the
cohort definition interface and the visualization of PROMIS PF
scores. The cohort definition interface is contained within the
collapsible sidebars on the left, while the outcome score
interface is placed on the right. We chose to encode the score
trajectories as a line plot, similar to the style of chart our
collaborators currently use to represent PROMIS score trajec-
tories, as this is both perceptually efficient and a common
representation toviewchange inametricoveraperiodof time.

Cohort Creation
Our collaborators need the ability to define a cohort from a
set of specific attributes and medical histories (R1). In
Composer’s filter sidebar (see ►Fig. 1A–E), cohorts can be
defined by demographic information such as age or gender,
in addition to other factors deemed relevant, like smoking
habits. The filter sidebar is divided into demographic, score,
and CPT (current procedural terminology; codes used to
identify procedures) sections. Within the demographic fil-
ters, we use histograms to visualize the distributions of
attributes in the patient population (►Fig. 1C). The histo-
grams also serve as means to interact with a filter through
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brushing for quantitative attributes and selections for cate-
gorical ones. In addition to demographic variables, cohorts
can also be defined by the number of recorded PROMIS scores
for a patient (►Fig. 1D), or based on the presence or absence
of procedure codes in patient histories (►Fig. 1E). This allows
analysts to, for example, separate patients that have received
a specific surgery from thosewho have not.With each cohort
refinement, a filter layer is added to the sidebar as a visual
history of filters used and cohort size at the given filter
(►Fig. 1B). Individual filters and cohorts can be removed
from the filter history or updated at any time in the cohort
sidebar (►Fig. 1A). Composer enables analysts to define
multiple cohorts simultaneously. Each cohort is represented
as a colored bar and assigned a unique label and color, which
is kept consistent across the interface. Within the bar, filters
are represented as white nodes. If more than three filters are
present, they are aggregated.

To facilitate cohort comparison (R2), cohorts can be
branched. Once branched, the filter constraints of the parent
cohort are duplicated in the branch but can be refined inde-
pendently. This allows users to add diverging filters for an
attribute that ananalystbelievesmay influence theoutcomeof
a treatment. For example, users may want to see if there is a
difference in patient trajectories after physical therapy, if they
have also had a steroid injection. To do that, they can define an

initial cohort, branch it, andapplyfilters for subsequent steroid
injections versus no injections to the branches.

Outcome Score Comparison
PROMIS PF scores for the defined cohort are visualized as
individual lines showing the course of PF for each patient over
time. The timewindowcanbe resizedasdesired. Bydefault,we
align by the first PROMIS score, yet alignment by a specific
clinical event, suchassurgeryor thestartofphysical therapy, is
oftenmore informative.Whendifferent cohorts are aligned by
different events this way, the relative progression after the
event can be evaluated. This facilitates comparison between
cohorts (R2) by allowing the user tomanipulate the alignment
and scale in a dynamic way (R3). We use juxtaposition and
superimposition to compare between cohorts,18 which have
different trade-offs as far as required display space and clutter
ina singleplotareconcerned. Juxtapositionallowsusers toadd
multiple plots to evaluate cohort trajectories in a side-by-side
comparison (►Fig. 2). Superimposition shows different layers
on top of each other (►Fig. 1F). We allow analysts to toggle
layers individually (►Fig. 1G).

Dynamic Score Scales and Normalization
The PF scores used by the domain experts are often subtle
in absolute measured change (see ►Fig. 3A), yet these

Fig. 1 Composer overview. Composer consists of interfaces for flexibly defining cohorts, and for displaying the physical function scores of patients treated
for back problemsover time in these cohorts. (A) Patient cohorts can beaddedandbranched in the cohort control interface. (B) A history of all filters applied
to the selected cohort. Cohorts can be defined using (C) filters applied to demographic information, (D) recorded score frequencies, (E) and presence or
absence of procedural codes. (F) The main interface is a chart showing either individual lines or aggregated areas. A zero-point for the PROMIS scores,
indicated by the horizontal red line, can be flexibly defined to align all patients by a specific event, such as amedical intervention. (G) The layer panel provides
theability to hide layers corresponding to thecohorts. (H) Users can select individual patient lines to showorders associatedwith theirmedical records in the
timeframe specified in the timeline below the main plot. Selected patients are identified by their patient id, shown on the left-hand side of the event line.
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Fig. 2 Differences in PROMIS scores after surgery and injection compared by (A) layering and (B) juxtaposition of multiple plots. Both methods
allow for comparison of score change after different treatment events. (A) Treatment options in layers. (B) Juxtaposition in multiple plots.

Fig. 3 View of score plots using (A) absolute and (B) relative scales. Each line represents an individual patient. Relative scales show change in
PROMIS PF score, calculated from the score at the day zero event. In this case the patient score trajectories are aligned by the day of surgery. With
a larger cohort, the general trend for patient progression can be difficult to see, which we address by providing aggregation functionality. (A)
Absolute score scale. (B) Relative score scale.
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subtle changes often have significant impact on the per-
ceived well-being of patients. Changes in patient scores are
further obscured as patients in the same cohort have
different baseline scores. To emphasize change and normal-
ize the baseline, analysts can view scores on a normalized
scale that visualizes relative score change for the patients,
as shown in ►Fig. 2B. With the option of both absolute and
relative score scales, analysts can assess the cohort’s overall
trend in baseline score measurements as well as trends in
score fluctuation. By showing relative score change and
making the relationship between cohort scores more expli-
cit, analysts can see differences in outcome trajectories
during comparison more clearly. In addition, users have
the ability to adjust the timeframe of the line chart. The
timeframe is specified through brushing a selection of the
lower timeline that extends the minimum and maximum
range of days for all patient records (see ►Fig. 3).

Separation of Scores by Quantiles
Even in a well-defined cohort, patient outcomes can be
markedly different. Due to this heterogeneity, our collabora-
tors need the ability to separate the cohort into quantiles that
communicate how, for example, the PF changes for the top
25% of patients in the cohort (see ►Fig. 4A). In Composer, a
cohort can be divided by quartiles. We calculate these
quartiles by the average change in score over a user-adjus-
table period of days following a given event.

Aggregation of Scores
Frequently, our collaborators do not need to view individual
patients, but rather are interested in aggregate representa-
tion of scores. To address this need, we provide means to
aggregate the scores of a cohort to visualize the interquartile
range with a line representing the median. Aggregated
cohort scores can also be separated by quantiles to more
clearly identify any difference in score changewithin subsets
of the cohort that have different baseline measurements, as
shown in ►Fig. 4B.

Individual Patient CPT History View
For further analysis of procedure code distributions and
procedure frequency, analysts can select an individual patient
from a group of patient trajectories in the score chart to view
all orders associated with that patient’s medical history
(see ►Fig. 1H). These histories are cropped to the timeframe
specified in the score chart and aligned with its timeline. For
example, if the score chart shows trajectories between20days
before an injection and 60 days after, the individual timeline
would reflect the same timeframe. These events can provide
context for individual cases, but can also be used to further
filter a cohort. Analysts can view patient histories by selecting
the patient’s PROMIS scores on a given plot. The events then
appear below the plot, aligned on the same time.

Implementation
Composer is open source andwas developedwith TypeScript
using the D3.js library for visualization. The prototype is a
Phovea client/server application.21 The code for Composer
can be found at https://github.com/visdesignlab/Composer.
Data used for development and to inform the usage scenario
were sourced from a sample of EHR provided by our colla-
borators from the Orthopedic Research Center’s database
and were preprocessed in Python.

Usage Scenario

Herewedescribeausagescenario to illustrate a typicalusecase
for composer as it can be used by our domain collaborators.

A surgeon sees a patient suffering from a herniated disc.
While evaluating potential treatment options for the patient,
she defines a cohort in Composer using constraints based on
the given patient’s medical history. She filters by the
patient’s age range, specifies the cohort to only include
diabetic patients, and filters just those patients that have
had physical therapy evaluation. The cohort defined by these
patient-specific filters contains 3,317 patients. She branches
the cohort and filters the initial branch by those that have

Fig. 4 View of patient scores separated and color coded by quantiles. The PROMIS PF scores were separated into quartiles, shown as individual
lines in (A) and aggregated area charts in (B). The orangemarks represent the top quartile, the yellowmarks the interquartile range, and the blue
marks the bottom quartile. (A) Quantiles color coded. (B) Quantiles aggregated.
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had surgery, but have not had an injection. She then filters
the secondary branch by those patients that have had an
injection but not surgery. Aligning each cohort by the surgery
or injection event they were filtered by, she can view the
diverging cohorts superimposed over one another and
visually compare differences in PROMIS PF score fluctuation
between the two. She can then aggregate the individual
scores to show only the median PROMIS score within the
cohort. Next, she normalizes the PROMIS scores from the
absolute score measurement to relative score change, so that
she can visually compare the difference in score change
between the two to determine what treatment appears to
produce better outcomes (►Fig. 2). After comparing the
change in score across a span of 150 days after treatment,
she can see that surgery had a greater positive change in PF,
which is clearly visible after the first month (►Fig. 2A). She
can take this into consideration when determining patient
treatment options, and show this visualization to the patient
when discussing treatment options.

Discussion and Limitations

Composer is under active development, with progressive
iterations being made in response to feedback received from
meetings with collaborators.

Evaluation: We considered various strategies to evaluate
our contribution, including collecting feedback from our
collaborators, and comparing to other tools. While we have
received positive feedback from our collaborators, we chose
to not report it in detail due to the potential for biases.
Ultimately, we have chosen to validate Composer through a
usage scenario and the careful justification of our design
decisions, which are accepted practices in user-centered
design.22 However, the larger question is whether using a
tool like composer will lead to better outcomes. We are
currently planning a longitudinal study using the tool and
measure provider and patient satisfaction, but also out-
comes. However, such a study is beyond the scope of this
article.

Data integration: Currently, the data used in Composer are
a large but static dataset of patients pulled from the Ortho-
pedic Center’s database. By using a static snapshot, we have
full control over processing and data manipulation for initial
development while avoiding issues such as permissions and
compatibility associated with a deep integration with the
EHR system. We expect to be able to run a longitudinal
evaluation without integrating Composer; however, this
creates manual effort when incorporating new patient data
or updating existing data. As we develop Composer beyond
its proof-of-concept stage and past a formal evaluation, we
intend to integrate the tool with our collaborator’s EHR
system.

Data cleanup: A challenge common to systems operating
on data extracted from EHRs is the data’s messiness and
inconsistency. We address sparse outcome scores by inter-
polation, yet we acknowledge the limitation in accuracy for
interpolated patient trajectories for those patients that have
lower score frequencies. We exclude patients with fewer

than three PROMIS PF score. We also do not currently
consider systematic biases in score trajectory: for example,
it is likely that we have less data for patients with good
outcomes, as they do not come for follow-ups. We hope to
mitigate these limitations in future iterations of the tool by
making uncertainty in patient trajectories more explicit in
visualization and statistical representation.

Conclusion and Implications for Future
Work

In this article, we outlined the domain analysis and the
design of Composer, an application to visualize and com-
pare patient cohorts and their PF trajectories. This tool was
developed in collaboration with domain experts from the
Orthopedic Research Center at the University of Utah, with
their current research in the efficacy of PROMIS scores to
evaluate PF of patients with lower back conditions. Immedi-
ate development of the tool will focus on addressing the
limitations described in the previous section. In the near
future, we plan to provide a more extensive statistical
breakdown of cohort medical history with the inclusion
of International Classification of Diseases (ICD) codes. As
distributions of events and attributes become more explicit,
users will be able to apply more accurate filtering con-
straints to define cohorts. Additionally, we plan to provide
more control of the CPT filter codes as they appear within
the patient record, and inclusion of sequence-specific event
filters. As recent literature has shownthat medical event
sequences can provide important clues on patient out-
comes.5,8,19 Currently, target patient outcomes are inter-
preted implicitly by evaluating score trajectories of a body
of similar patients. We intend to improve interpretation of
target patient outcomes through explicit data-driven fore-
casting of score trajectories using a larger patient sample,
informed by previous work from Buono et al.23 Composer’s
initial development targets orthopedic patient comparisons
and evaluation, and we expect to be able to generalize it to
other cases where outcome measures over time are the
subject of the analysis. We also anticipate that our cohort
definition interface could be applied in an even broader
context.

The long-term goal for Composer is the addition of an
interface for shared decision making in which insight from
exploration in the current interface could be translated into
visualizations that would facilitate the explanation of
treatment choices and potential outcomes to the patient,
and the integration of other measures, such as cost. As
previously mentioned, we also plan a clinical evaluation of
the tool.

Clinical Relevance Statement

Visual cohort analysis has gained attention as an informa-
tive analytic tool in healthcare with its potential to help
clinicians assess optimal treatment options for patients
with preexisting conditions that can influence recovery
and treatment.
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Multiple Choice Questions

1. What is the benefit of patient score normalization in
visual cohort analysis?
a. Normalization to a standard timemetric and alignment

at events in the patient histories facilitate comparison
and highlight patterns within the data.

b. By normalizing to show relative score change, we can
make the relationship between cohort scores more
explicit and differences in outcome trajectories during
comparison clearer.

c. Both a and b.
d. None of the above.

Correct Answer: The correct answer is option c.

2. What are the primary treatment options for the sample
patients used in this work?
a. Surgery.
b. Steroid injection.
c. Physical therapy.
d. All of the above.

Correct Answer: The correct answer is option d.
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Insights From Experiments With Rigor in an EvoBio Design Study
Jen Rogers, Austin H. Patton, Luke Harmon, Alexander Lex, Miriah Meyer

� bstract— Design study is an established approach of conducting problem-driven visualization research. The academic visualization
community has produced a large body of work for reporting on design studies, informed by a handful of theoretical frameworks, and
applied to a broad range of application areas. The result is an abundance of reported insights into visualization design, with an
emphasis on novel visualization techniques and systems as the primary contribution of these studies. In recent work we proposed
a new, interpretivist perspective on design study and six companion criteria for rigor that highlight the opportunities for researchers
to contribute knowledge that extends beyond visualization idioms and software. In this work we conducted a year-long collaboration
with evolutionary biologists to develop an interactive tool for visual exploration of multivariate datasets and phylogenetic trees. During
this design study we experimented with methods to support three of the rigor criteria: ABUNDANT, REFLEXIVE, and TRANSPARENT. As a
result we contribute two novel visualization techniques for the analysis of multivariate phylogenetic datasets, three methodological
recommendations for conducting design studies drawn from reflections over our process of experimentation, and two writing devices for
reporting interpretivist design study. We offer this work as an example for implementing the rigor criteria to produce a diverse range of
knowledge contributions.

Index Terms—Methodologies, Application Motivated Visualization, Guidelines, Life Sciences Visualization, Health, Medicine, Biology,
Bioinformatics, Genomics

1 INTRODUCTION

Design study is an established approach to problem-driven visualization
inquiry that emphasizes designing visual analysis tools in close collab-
oration with domain experts [66]. Within a design study, visualization
researchers build an understanding of a problem domain and translate
that understanding into a visualization design, iteratively refining both
their understanding of the problem and their visual analysis solution
through close work with domain collaborators. Researchers conducting
design studies draw from a host of theoretical constructs to guide the
inquiry process, from process models [23, 39, 42, 44, 66] to design deci-
sion models [46, 50], guiding scenarios [65], educational models [72],
and collaboration roles [69, 78]. � s a result, an increasing number
of reports describe effective design studies within a broad range of
application areas [9, 26, 32, 40, 41, 52, 56, 82].

Historically, design study papers have emphasized novel visual anal-
ysis systems and techniques as primary knowledge contributions [44].
Many of these papers also cite domain characterizations and abstrac-
tions [50] as contributions under the reasoning that they are important
for judging the validity of technical design artifacts and for building
a body of visual analysis requirements that others can design against.
The original definition of design study also includes lessons-learned as
a potential knowledge contribution stemming from reflection, but scant
guidance is available on how to generate knowledge of this sort [43].

In Meyer & Dykes [44] we proposed a new, interpretivist view of
visualization design study to produce a more diverse range of knowl-
edge contributions. � s a critique of the software-centric view of design
study, this new perspective emphasizes the potential for using design
study to acquire a more diverse range of knowledge, including knowl-
edge about the visualization design process as well as about people’s
relationship with data and technology more broadly. This work recom-
mends six rigor criteria for guiding the design study process toward
acquiring new knowledge: INFORMED, REFLEXIVE, ABUNDANT, PLAUSIBLE,
RESONANT, and TRANSPARENT. These criteria provide an opportunity for
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researchers to rethink how to conduct effective design studies, learning
new things along the way.

In the work we present here we experimented with methods to sup-
port three of the rigor criteria: ABUNDANT, REFLEXIVE, and TRANSPARENT.
Our experimentations took place within the context of a one-year de-
sign study with evolutionary biologists. We employed techniques such
as an immersive, three-month field study; structured and systematic
reflection; and careful curation of documents and other design artifacts.
Through a period of collaborative, critical reflection, we identified
several methodological insights that emerged from our experiments.

The resulting contributions from this inquiry are diverse, including
both technical and methodological insights. More specifically, the
contributions include:

• Two new visualization techniques for supporting the analysis
of multivariate trees: (1) a trait view that visualizes node-value
distributions under uncertainty for associated characteristics along
multivariate subtrees; and (2) a pattern view that aids in the
discovery and visualization of patterns in value trajectories for
attributes across paths in a tree.

• Three methodological recommendations for conducting interpre-
tivist design study: (1) establish systematic reflective practices
that include reflexive notes, reflective transcriptions, and arti-
fact curation; (2) build and maintain a trace of diverse research
artifacts; and (3) argue for rigor from evidence, not just methods.

• Two experimental writing devices for reporting on interpretivist
design study: (1) inclusion of direct links to research artifacts
to transparently provide an abundance of evidence; and (2) em-
bedding of a design study paper within a methodological one to
highlight the diversity of our research contributions.

This work serves as an example of how researchers can consider the
ABUNDANT, REFLEXIVE, and TRANSPARENT criteria in practice, as well as
the diverse types of knowledge contributions possible through their
consideration.

We first provide the theoretical backdrop for our methodological
work in Section 2, followed by a description of our research meth-
ods in Section 3. Section 4 is a design study paper-within-a-paper,
emphasizing the technical aspect of this work; our methodological
recommendations follow in Section 5. Throughout the paper we in-
clude direct links to our abundant collection of research artifacts — for
example [T45] — to transparently provide evidence for our claims.

2 THEORETIC� L B� CKDROP

The methodological work we present in this paper draws from the inter-
pretivist perspective of design study proposed by Meyer & Dykes [44].
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This perspective argues for a myriad of opportunities for researchers
to make valuable knowledge contributions beyond visualization tech-
niques and software. Doing so, however, requires a rethinking of design
study research practices and the ways we make quality judgments about
the inquiry. Six criteria for rigor guide an interpretivist design study ap-
proach — INFORMED, REFLEXIVE, ABUNDANT, PLAUSIBLE, RESONANT, and
TRANSPARENT — which are derived from theoretical positions in social
science [35, 70, 76], information systems [67], and research through
design [20, 84]. � chieving all six criteria within a single design study
is unlikely to occur due to pragmatic constraints such as time and
resources [44]. In the work presented in this paper, we focus on ABUN-

DANT, REFLEXIVE, and TRANSPARENT, exploring various ways to achieve
these criteria, as well as the kinds of knowledge elucidated by doing so.

2.1 � bundance
� design study with abundance reflects the richness and complexity of
the situation under study [44]. � n abundant design study thus includes
a rich and diverse body of evidence, as well as an abundance of other
considerations such as participant voices, designs, and time in the field.
In our experiments we considered all of these aspects of abundance.

The inclusion of a variety of voices and contexts reflects a valuing
of pluralism found in critical feminist theory that “insists that the most
complete knowledge comes from synthesizing multiple perspectives”
[30]. In Human Computer Interaction (HCI), pluralism is argued as a
mechanism for resisting designs that embed “any single, totalizing, or
universal point of view” [3]. � rguments for pluralism can be grounded
in the idea of situated knowledges [24], which argues an epistemic view
of a singular reality that can only be known only partially, embedded
within a specific context. It is by combining these partial perspectives
— through “actively and deliberately inviting other perspectives into the
data analysis” [30] — that a researcher achieves a fuller, richer view of
the situation under study.

� n emphasis on exploring a design space through many, rapid de-
signs similarly helps a designer avoid blind spots and fixation on a
singular solution [12, 15]. Design problems are wicked by nature, with
an extensive space of possible solutions [11]. By broadly consider-
ing a design space, designers are more likely to find good solutions,
rather than average or poor ones [66], as well as to develop a better
understanding of the problem under study [15]. Dow et al. recommend
exploring and refining design ideas in parallel, rather then through a se-
quential process, to obtain better and more diverse design artifacts [18].
In the same vein, Buxton advocates for rapid sketching with broad
ideation for developing effective design concepts through iterations of
“controlled convergence” [12].

Finally, abundance through prolonged engagement with the people
and context under study is a mainstay of qualitative research [35,68,76].
Researchers who establish an early familiarity with a domain build trust
with their participants as well as the ability to understand domain-
specific nuances of what they observe: “objects and behaviors take not
only their meaning but their very existence from their contexts” [35].
In a visualization study, design by immersion is an approach for engage-
ment in which both the visualization researchers and domain experts
“participate in the work of another domain such that visualization de-
sign, solutions, and knowledge emerge from these transdisciplinary
experiences and interactions” [23]. This methodology allows visualiza-
tion researchers to enrich their understanding of a domain, explore a
broader visualization solution space, and build trust and agency with
collaborators. Field studies — in which a researcher spends sustained
time with participants in their natural environment — is a technique that
can support visualization researchers in achieving immersion through
prolonged engagement [40].

2.2 Reflexivity
Being reflexive within a visualization design study is to strive for
“explicit and thoughtful self-awareness of a researcher’s own role in
a study” [44]. � s a cornerstone of interpretivist, qualitative research,
reflexivity is an acknowledgement of a researcher’s influence on a study,
and vice versa [4]. Researcher bias and perspective are an inherent part
of qualitative research, and eliminating them from the research process

is arguably impossible [38]. Reflexivity is instead an opportunity to
gather valuable data [61] that can help researchers understand their
biases and perspectives as a vector for change and learning [19].

Reflexivity is an important consideration in the third wave of HCI
research [6]. Largely discussed in the critical HCI literature, reflexivity
is considered a mechanism for researchers “to be accountable for the
ways in which HCI construes design(ing) and acknowledge our respon-
sibility . . . to challenge the dominant view on design” [2]. Despite
its importance, the HCI community has been slow to broadly adopt
reflexive practices in research due to the scrutiny on subjectivity during
the review process. The visualization research community shares a
similar emphasis and valuing of objectivity [44], and a lack of meth-
ods for supporting and exploiting reflexivity. This gap motivated our
experimentations with reflexivity.

Reflexivity is a type of (self) reflection [37]. � s a method, reflection
traces to Schön’s ideas of reflective practice through reflection-in-action
and reflection-on-action [64]. Reflection-in-action is characterized as
an intuitive, rapid, reflective response “in the moment” [80]. Reflection-
on-action instead happens after an experience, and is characterized
as an “inquiry into the personal theories that lie as the basis of one’s
actions” [31]. � commonly employed method for reflection-on-action
in qualitative research is memoing: “Memos can help to clarify think-
ing on a research topic, provide a mechanism for the articulation of
assumptions and subjective perspectives about the area of research, and
facilitate the development of the study design” [4]. We used memoing
throughout our design study to facilitate reflexivity and reflection.

Pragmatically, reflection-on-action is synonymous with critical re-
flection [16], an inquiry process where researchers question their as-
sumptions by examining the reasoning and ideology that frame their
practice and experiences [10, 75]. Work by Kerzner et al. employs
critical reflection to construct a general framework for visualization
workshops from their experiences running 17 of them [29]. Similarly,
Satyanarayan et al. create a set of lessons for designing visualization au-
thoring toolkits using what they call critical reflections [63]. � lthough
not grounded in the reflection literature, their process is similar to that
of reflection-on-action practices. Other than a handful of examples
like these, the visualization literature is largely lacking pragmatic guid-
ance on how and when to reflect [43]; this work contributes actionable
recommendations for reflecting in a design study.

2.3 Transparency
Transparent reporting of a design study — through scrutinizable docu-
mentation of data, methods, analysis, and artifacts — is necessary for
supporting judgments about the quality of the study and its results [44].
How to report transparently, however, is an open question. Recent work
by Wacharamanotham et al. provides recommendations for sharing
HCI research materials based on a survey of researchers [77]. This
work, however, considers only software and hardware prototypes for
design-oriented studies, missing many of the diverse artifacts produced
within a design study such as sketches, abstractions, reflexive notes,
and diagrams. In this work we experimented with recording and report-
ing a diverse set of design artifacts, drawing from ideas in qualitative
research and research through design.

In interpretivist, qualitative research, the audit trail is an established
mechanism for transparent reporting [1, 13, 17, 35]. � n audit trail is a
detailed documentation of a research process that is intended for use
in an audit process [1]. This process is undertaken by an (external)
auditor who reviews the audit trail in order to asses the quality of the
study, enhancing the trustworthiness of the research [35]. � lthough
audit trails are meant to increase the transparency of a study, they can
also increase the quality through explicit thoughtfulness on the part of
the researcher on what and how to record [17]. Two recent visualization
design studies include audit trails as supplemental materials [29, 40],
but neither study performed an audit.

Transparently reporting on design decisions and insights is chal-
lenging due to the ingrained nature of knowledge within the artifacts
themselves. Design scholars consider the knowledge that a designer
acquires to reside in the artifacts they create [14]. This knowledge, how-
ever, is implicit and often opaque [71]. � nnotated portfolios — textual
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annotations of design patterns across a curated collection of designs
— is a method used within the research-through-design community to
explicitly communicate knowledge embedded within designs [8, 21].
� nnotations allow for comparison of designs and highlight relationships
between disparate works, from which designers can develop and com-
municate generalized, intermediate knowledge. � different approach to
externalizing design knowledge is that of literate visualization, which
engages the designer in reflective documentation during the creation of
digital, visualization artifacts [79].

3 METHODS

To explore how an interpretivist approach to design study changes what
and how we learn, we set out with the goal of experimenting with
three criteria — ABUNDANT, REFLEXIVE, and TRANSPARENT — during an
evolutionary biology design study. We positioned this work within the
perspective that design studies are wicked, subjective, and diverse [44].
Rogers conducted a three-month, immersive field study, followed by
a design phase and a reflection phase in collaboration with Lex and
Meyer. In this section we provide details about our research site and
domain collaborators, the ways we experimented with the criteria, and
the methods we employed for data collection and analysis. We directly
link to our abundant collection of evidence — for example [T45] — to
provide transparent reporting of our process.

3.1 Research Site and Participants
Our study took place at two sites. In the first phase, we undertook a
three-month field study in the Harmon Lab at the University of Idaho,
which studies ecology and evolution through phylogenetic analysis.
During this time, Rogers spent work-hours within the group’s lab,
immersed in conditions similar to those in which the evolutionary
biology graduate students worked. The lab environment was open and
social, with six desks spaced around the edges of the room, a community
couch often inhabited by other graduate students who stopped by, and
a white board filled with scattered drawings and notes. The graduate
students used this space for their computational work, which was often
analysis of the phylogenetic data and field sample measurements taken
from summer field work. This lab was chosen based on a relationship
established through a federally funded research project [45] between the
Harmon Lab and the Visualization Design Lab at the University of Utah.
The design and reflection phases took place within the Visualization
Design Lab.

During the field study we worked with seven evolutionary biology
collaborators. Two primary collaborators during this phase were Har-
mon, the PI of the evolutionary biology lab, and Patton, a graduate
student at Washington State University who works closely with the Har-
mon lab, often on-site. Both primary collaborators are co-authors on
this paper. Five other graduate students in the lab served as secondary
collaborators. � ll collaborators were involved with the interviews
and informal feedback. The primary collaborators were additionally
involved with the design and evaluation of our visualization techniques.

3.2 Criteria Considerations
Our decision to focus on the ABUNDANT, REFLEXIVE, and TRANSPARENT

criteria stemmed from our experiences in previous studies and con-
siderations of actionability [T160]. In previous work we attempted
to instill transparency through collecting artifacts and releasing audit
trails [29, 40]. These experiences led to numerous conversations within
our research group about how to record and report artifacts in design
studies and other qualitative research studies. We saw this design study
as an opportunity to systematically experiment with abundant recording
and transparent reporting of evidence from the very start of a study. We
included reflexivity based on the interests of the research team and the
actionability of reflexive memoing. Our approaches to meeting these
criteria evolved over the course of the study.

We attempted to instill abundance in our design study in four ways.
First, we meticulously curated a rich collection of artifacts generated
throughout the design study including field notes and reflective memos
[T48], email correspondence [T90], sketchbook scans [T81], photos

of collaborator sketches [T55], links to papers [T87], low- and high-
fidelity visualization prototypes [T158, T96], and notes reflectively
transcribed from audio recordings of meetings [T36]. Second, we
conducted an immersive field study, in which Rogers situated herself
as a peer in the Harmon Lab for three months. Working in the com-
munal space of our domain collaborators, Rogers actively engaged in
research meetings and reading clubs focused on evolutionary topics of
interest. She learned how to use the analysis pipelines of her collabora-
tors to get a deeper understanding of the domain problem space [T47,
T50]. Through time, she gained a deeper understanding of the domain
research and developed a personal investment in our collaborators’
research and social dynamics. These activities encompass the com-
munal, personal, and active themes of immersive studies [23]. Third,
we contacted domain experts outside the Harmon Lab in an attempt
to include multiple voices and datasets. We sent emails to colleagues
of the Harmon Lab, as well as evolutionary biology researchers at the
University of Utah, inviting them to participate in the evaluation of
our visualization designs [T109]. Fourth, we relied heavily on sketch-
ing to facilitate brainstorming of visualization ideas [T43, T52], to
understand the domain space [T10, T38], to communicate with domain
collaborators [T55], and to aid in reflective analysis [T138].

We implemented reflexivity during the field study through regular,
reflective memoing by Rogers. These reflections were reflexive in
nature and included documenting her feelings as she became more
incorporated into the lab, her insecurities that were potentially limiting
the research [T3, T20], her interpretations on social dynamics and
friendships within the lab, and how those dynamics affected the research
[T18]. Memoing was done before and after meetings and during pivot-
point moments in the research process.

In an attempt to transparently communicate the design study process,
we created an auditable website from our collection of research artifacts,
which is available at http://vdl.sci.utah.edu/trrrace/. This
website which we call a trrrace and discuss in more detail in Section 5.2,
traces the project from the field study through the design and reflection
phases, organizing the abundant collection of artifacts we recorded
throughout. The artifacts are organized in an interactive timeline and
are discoverable via annotations, descriptive metadata, and directly in
the timeline.

3.3 Data Collection
We kept a meticulous collection of all recorded artifacts starting from
the beginning of the field study in an attempt to record an abundance
of evidence from our design study process and support transparency.
These artifacts were generated throughout all three phases of research,
but the content creation was concentrated during times of immersion
in the field study, as well as during times of correspondence with
collaborators in the design phase of the tool. Throughout the field study,
Rogers interviewed members of the lab, taking reflective notes before
and after every interview. Preinterview reflections included a review of
previous meeting notes and outlining an agenda [T8], and postinterview
reflections summarized the main talking points and speculated about
productive next steps [T20]. � dditionally, she audio-recorded these
interviews and reflectively transcribed [40] them to capture the context
of what was said when, how things were said, and her interpretation of
the conversations [T53]. To capture a rich view the interviews, Rogers
recorded any white-board diagrams [T94], scribbles [T41], or sketches
[T55] that were generated during discussions. In addition to the pre-
and post-interview reflections, Rogers also regularly wrote reflexive
memos that included her feelings on her immersion in the lab, her
insecurities that were possibly limiting the research, friendships, social
dynamics, and how those dynamics affected the research [T3, T18,
T20].

During the second week of the field study, Rogers conducted
a creative visualization opportunities workshop [29] with the lab
members to brainstorm about potential visualization directions. We
took photos of all the materials generated from the workshop exer-
cises and audio recorded the workshop [T23,T24,T25,T26,T27,T28,
T29,T30,T31,T32,T33,T34 T35,T36].

The beginning stages of sketching and prototyping began during
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the field study, but the bulk of the design work and tool development
happened during the design phase. Our primary collaborators remained
extensively involved in providing feedback on design iterations, with
much of this feedback happening through video calls, email, and in
two, short, subsequent visits to the Harmon Lab. We recorded feedback
emails [T90, T118], notes from the in-person feedback sessions [T125],
and memos capturing personal interpretations of the feedback [T126].
Design artifacts generated during this process include sketches [T43,
T45, T52], mock-ups [T59], and screen-shots of prototype iterations
[T67, T73, T92].

3.4 � nalysis
� nalysis occurred during the final, reflective stage of the study when
we started the construction of an audit trail as a website for collecting
and annotating our diverse set of research artifacts. The website was
initially designed to communicate the design study process with a
high-level of transparency and detail. The organization and curation
of artifacts, however, became a powerful catalyst for reflection that
led to significant methodological insights about our design process, as
well as new directions for the design of the visualization tool. Through
collaborative, critical reflection among the visualization research team
members, we iteratively developed a set of actionable recommendations
for conducting interpretivist design study from our insights looking
across the collection of artifacts.

4 TREVO: � N EVOLUTION� RY BIOLOGY DESIGN STUDY

This design study was motivated by the complexity of our collaborators’
problem in representing the rich, multivariate, and uncertain data in
their analysis. They work extensively with trees that represent hypothe-
sized explanations for how species are related. In this design study we
developed a web-based visualization tool Trevo, that allows them to
analyze these trees with multivariate and uncertain attributes.

We report on this design study in an abbreviated form as a paper-
within-a-paper as part of our larger goal of highlighting the diverse
contributions possible from interpretivist design study. This experi-
mental format emerged from our dissatisfaction with early paper drafts
that followed a more traditional design study reporting structure [T144,
T159]. We felt the traditional structure overly accentuated technical
contributions while leaving little room for significant methodological
discussions. We developed the paper-within-a-paper style to stress the
role of the design study as a method of inquiry [44] that reflects and
reports on a more diverse type of knowledge.

4.1 Biological Background
The driving question in the field of evolutionary biology is why the liv-
ing world evolved the way it did? To answer this question, researchers
need to determine when a given trait evolved, such as a lizard’s long
tail, and whether a particular species possesses that trait as a result
of common ancestry or of other forces such as the environment. To
answer these questions, evolutionary biologists study a group of liv-
ing organisms to establish hypotheses about evolutionary forces that
can generalize to other species. For example, researchers study anole
lizards to infer how environment influences evolution. � nalysis begins
in the field, where these researchers take samples of living species and
measure their physical characteristics, such as a lizard’s tail length,
snout length, and body mass. They use these measurements of cur-
rent species, typically along with DN� sequence data, to reconstruct
physical characteristics of the ancestors in a species’ phylogenetic his-
tory. These histories are then the basis of studying when and why
traits evolved, and whether the physical characteristics of contemporary
species are, or are not, a result of evolution from common ancestors.

Evolutionary relationships are commonly represented as a binary
tree, referred to as a phylogenetic tree. These trees are usually recon-
structed by modeling the evolution of a set of DN� sequences sampled
from present-day species. The leaf nodes of the tree represent the
contemporary species, whereas inner nodes represent their common an-
cestors. � ll nodes in the tree have associated characteristics described
by a set of traits. Internal nodes (common ancestors) have estimated

Distance from divergence
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Delta

a. b.

Fig. 1. Defined preset patterns in the pattern view. (a) Pattern breakdown
for convergence (b) The six predefined patterns.

values for these traits. Leaf nodes (species) have measured values for
traits.

� common structure evolutionary biologists work with is clades,
which are subtrees of the larger phylogeny in which all species share
a single, unique, common ancestor. For example, for anole lizards,
the main clade of study is the genus � nolis, a group of more than 400
species that all evolved from a common ancestral lizard. These subtrees
are sometimes predefined, as is the case for well-established clades
such as anoles, or they can be defined during analysis.

Researchers analyze different, possible evolutionary mechanisms
by studying patterns of evolution. These patterns can be summarized
in terms of how traits change, or evolve, along the branches of the
phylogeny. � common pattern of trait evolution is that of divergence

in which species evolve increasingly distinct trait values over time [60].
� nother pattern, convergence (shown in Figure 1(a)), is characterized
by traits that diverge early in two species’ histories, but then converge
later in their evolutionary histories by developing similar or identical
traits [28]. Convergence is an indication of adaption — certain traits
evolve repeatedly because they are beneficial in an environment — and
has been studied extensively in the anole lizards. Many of these lizards,
having split off from their common ancestors a long time ago, inhabit
similar environments on separated islands and have evolved very similar
characteristics as a consequence. � lthough other interesting patterns
besides divergence and convergence exist, such as those in Figure 1(b),
they do not have standardized names.

Identifying patterns of evolution is a challenging analysis problem
that involves accounting for changes to multiple traits under uncertainty
in the context of the tree topology. We worked with our collaborators
to explore new ways to enable this complex analysis with interactive
visual analysis tools.

4.2 Data and Task � bstraction

In the datasets our collaborators are analyzing, evolutionary relation-
ships are represented as rooted trees. Bifurcations in the tree represent
speciation events. Internal nodes encode hypothesized common ances-
tors of existing species, which in turn constitute the leaf nodes. The size
of the trees we focused on here ranged from 20 to 200 species (leaves),
each associated with 5 to 25 traits. Traits of a species can be discrete or
continuous and are uncertain for the reconstructed (inner node) species.
Reconstructed discrete traits, such as the geographic location where a
species is found or whether they lay eggs, are specified as probabilities.
Continuous traits, such as tail length, are given as an estimated value
and a 95% confidence interval.

To explain why the living world evolved the way it did, our col-
laborators’ analysis is focused on understanding when and how traits
evolved in a population, which requires viewing trait values for multiple
attributes in the context of the topology of the tree. We break down this
larger analysis goal into three domain tasks:
T1: Understand the uncertainty in multiple reconstructed traits.

Significant uncertainty exists in the reconstructed traits for internal
nodes, so adequate visual representations of trait values and their un-
certainty are critical. Current methods for visualizing attributes in
phylogenetic trees are limited to showing one or two traits at a time,
and frequently cannot encode uncertainty [T42, T36, T16]. This task is
orthogonal to all other tasks, i.e., uncertainty analysis is a part of every
analysis task.



1110 IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 27, NO. 2, FEBRUARY 2021

T2: � nalyze subtrees.

This task is concerned with creating and analyzing individual subtrees
(clades) and comparing between multiple subtrees.
T2.1: Create subtrees.

Our collaborators need the ability to create subtrees by topology and
trait values. For example, an analyst might want to create two subtrees
based on an attribute, such as the island a species is inhabiting [T64,
T80]. Definitions of subtrees might also be given as formal clades in a
dataset.
T2.2: � nalyze attribute distributions in subtrees.

Our collaborators need to be able to identify significant changes in
multiple traits at once. For example, understanding whether a shift
toward a longer tail is correlated with a shift toward longer hind-legs can
give hints about the underlying causes of that change [T20]. Viewing
multiple traits at once is particularly difficult for our collaborators,
who rely on comparisons of reconstructed traits on separate trees [T36,
T72].
T2.3: Identify evolutionary outliers.

It is important for our collaborators to identify individual species, paths,
or subtrees that have significantly different trait values compared to the
rest of the subtree [T17, T91]. For example, they want to identify paths
with species that have a larger body mass than the rest of the subtree.
T2.4: Compare attribute distributions of multiple subtrees.

Comparisons are important in characterizing what makes a subtree
unique. For example, our collaborators want to study whether the
species in a subtree share common characteristics, such as head and
tail length, that set them apart from the rest of the tree. To study how
traits evolved through history, they need to understand how subtree trait
distributions diverge and where this happens in the tree [T4, T20, T66,
T72, T88].
T3: Identify and analyze evolutionary patterns

� n important task in our collaborators’ analysis is identifying the evolu-
tionary patterns that indicate certain mechanisms underlying evolution
[T53, T64, T87]. Identifying these patterns requires the comparison
of trait trajectories of multiple species in a tree [T80,T93]. To identify
convergence, for example, an analyst would search for two paths that
separated early in the tree with trait values that first diverged, but then
later converged.

4.3 Related Work
Visualization of phylogenetic data is challenging in three ways: (1) the
trees can be large, requiring sophisticated navigation and/or aggregation
strategies to browse them; (2) the topology of the trees is uncertain,
requiring the comparison of multiple alternative trees; and (3) the trees
are associated with many (uncertain) attributes, requiring sophisticated
multivariate tree visualization strategies. Our work addresses the third
problem, multivariate trees, but we briefly review all areas.

The scale and uncertainty of topology remain challenges in phyloge-
netic research and numerous visual solutions have been proposed for
both [5, 7, 33, 34, 36, 51, 62]. Large phylogenetic trees and topological
uncertainty are not key problems for our collaborators; visualizing trees
with many attributes, however, is. � s a generalization, visualizing
many traits in the context of a tree is a type of multivariate network
visualization problem. Nobre et al. recently described the design space
of a multivariate network visualization in a survey that included tree
visualization [53]. We here focus mostly on approaches for phylogenies
but refer readers to this survey for a broader overview.

Within the evolutionary biology community, visualizations of phylo-
genetic data are used for both exploration and presentation in papers.
Most figures found in evolutionary biology papers show trees laid out
using node-link diagrams with either linear or circular layouts, and
on-node or on-edge encoding to show trait values [58, 60]. These
figures are often created with interactive tools such as iTOL [34] or
Dendroscope [27], or using scripted plotting libraries, such as phytools
or ggtree for R [57, 81]. Tools such as iTOL can visualize multiple
attributes for the leaves, but the inner nodes are usually limited to a
single attribute. � nalysts, however, often need to account for multiple
traits at once to identify underlying forces influencing trait change. In
their current workflow, they compare different traits mapped to the

nodes of multiple trees side-by-side. Such comparisons are difficult
with just 2 traits, but analysts must often consider up to 10 traits for a
given tree. � s expressed by one of our collaborators, “if you have 1
continuous trait you can do things. If you have 2 — OK. If you have 3
or 4 or 5, there is nothing really sufficient” [T36].

In the visualization community, several tools have been designed to
visualize trees with attributes. Lineage [52], for example, visualizes
attributes for genealogical trees using a linearization approach, where
the attributes are shown in a table; Juniper is a generalization of this
method to networks [54]. Other tools, such as TreeVersity2 [22], vi-
sualize attributes using implicit layouts. Researchers currently have
no tool suitable for visualizing many traits for inner nodes and leaves
under uncertainty in the context of phylogenetic trees.

4.4 Visualization Design

Two technical contributions emerged from this design study. The first
is a technique for visualizing summary distributions of attributes in a
(sub)tree — the trait view— designed to address the analysis of sub-
trees (T2). The second contribution is a view for querying, ranking, and
visualizing patterns consisting of topological and attribute features —
the pattern view — designed to address the identification and analysis
of evolutionary patterns (T3). Both views visualize uncertainty (T1)
and were implemented in a web-based tool we call Trevo, along with
two additional views: https://vdl.sci.utah.edu/Trevo/.

4.4.1 Trait View

� crucial task for our collaborators is analyzing patterns of attributes
within and between subtrees. When subtrees are defined topologically,
this analysis can be supported in the context of a phylogenetic tree.
For subtrees defined based on trait values, however, species can be
scattered across a phylogentic tree. For example, our collaborators
want to create two subtrees for anole species that are found on the
islands of Hispaniola and Cuba so they can compare the distribution
of body mass of the lizards on these islands to study any environmen-
tal effects that might appear. The “island” trait does not clearly split
the phylogenetic tree into disjunct subtrees, as common ancestors col-
onized islands multiple times. It instead creates trees with partially
overlapping branches. Figure-2(b) shows these disjunct subtrees with
the species color coded by island. Lizards originating from Hispaniola
are colored green, and those originating from Cuba are colored blue.
Our collaborators compare the subtrees’ trait values through the evo-
lutionary history to determine when and how these groups began to
diverge, for example, to determine if there is a difference in body mass
between the two islands and when this divergence in traits began to
occur along the evolutionary history. Identifying differences in value
trends and when they occur within the phylogenetic tree can be difficult
given the overlapping topology.

Through an iterative design process with our primary collaborators
[T68, T74, T108, T114], we tackled this challenge with an aggregation
solution for creating trait-defined subtrees. The key aspect of this new
trait view is that it enables analysts to filter branches of the tree based on
traits of the leaves. Figure 3 shows the steps involved in transforming a
node-link tree layout into the trait view. Initially, the tree is filtered to
include only extant species with a certain attribute such as the green
leaves in Figure 3(a). We then leverage temporal information to bin
the other nodes in the subtree by time, shown in Figure 3(b). The
leaves are assigned a separate bin for which the uncertain discrete-
and numerical-trait distributions are visualized in columns. Nodes are
shown at the top of the bin; their horizontal position is driven by their
time attribute, allowing analysts to compare multiple uncertain trait
distributions in a temporal context unhindered by the tree’s topology.
Next, we use different encodings for leaf nodes with known trait values
versus inner nodes with uncertain ones, shown in Figure 3(c). The
known attributes of the leaves are encoded using histograms. For
continuous uncertain traits we show the median plus a 95% confidence
interval for the estimated values and a kernel density estimate plot.
Finally, probabilities for uncertain discrete traits are represented in the
trait view as separate one-dimensional dot plots for each state; to reduce
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Fig. 2. Trait view showing four continuous and two discrete trait variables for 100 Ano/is lizard species. (a) Outliers in the last SVL bin are brushed. A 
traditional phylogenetic tree view, shown on the right, can be used to define subtrees. (b) Leaf nodes can be color-coded by trait category. This detail 
view shows all leaf nodes color-coded by island of origin. These categories can be used to define subgroups by trait category or value, independent 
of the topology of the tree. 
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Fig. 3. Transforming a ptr;logenetic tree into the trait view. (a) We select 
a subtree by brushing for a trait in the leaves, shown in green. (b) The 
subtree is binned by time intervals and the leaves are assigned a sepa
rate bin. (c) We shcm continuous uncertain traits using a median plus 
confidence interval visualization and a KDE plot. For discrete uncertain 
traits we use multiple dot-plots, one for each trait category. Known traits 
are visualized using histograms. 
the risk of overlapping dots, we use transparency and vertical jitter. The 
average for each state probability is plotted as a line in the plots. 

4.4.2 Pattern View 
The pattern view allows analysts to query for and find pairs of paths 
that follow a specific pattern of evolution such as convergence and di
vergence. Patterns of evolution are characterized by three key metrics: 
distance, delta, and closeness. The distance between two species refers 
to time and topological distance up to the first common ancestor. Delta
is the maximum difference in an estimated continuous trait value after 
the species diverge. Closeness is the difference in a specific, continuous 
trait value between the extant species. We developed a query inter
face, shown in Figure 4(a), that analysts can use to define patterns of 
interest based on these three characterizing parameters. We found that 
while these simple parameters cannot represent arbitrary patterns, they 
covered all the patterns of evolution our collaborators are interested 
in. To simplify the pattern definition, we also developed six preset 
patterns that an analyst can choose from to score pairs of paths. These 
patterns, shown in Figure l(b), emerged from repeated iterations with 
our collaborators [T94, T96,Tl29]. 

To create a ranking for paths that match a specified pattern we 
calculate scores for all possible pairs of leaves using the selected pattern 
parameters for all traits. We then rank the pairs of paths based on the 
initial trait chosen by the domain expert, and visualize the two paths 
using a ranked list of line+area charts, as shown in Figure 4(b ). In this 
chart, the vertical axis corresponds to the trait value. Individual species 
are shown as squares, which are positioned to be centered on their most 
likely trait value. The height of the box shows the confidence i nterval. 
The boxes are connected by Jines for the most likely value, and areas 
for the confidence interval. 

One limitation of our original design of the pattern view was that 

it could only show a single trait at a time [T96]. In an early feedback 
meeting, our collaborators asked if it was possible to have an indication 
of whether a specific pair of paths was also ranked highly for other 
traits [T99, T l  12, Tl  13]. That is, in some cases the analysts might be 
interested in identifying species pairs that have converged in several 
traits, rather than just one. Convergence of sets of traits is of particular 
interest because such cases can provide the strongest evidence for 
adaptation to particular environments. To address this shortcoming, 
we added a supplementary heat map to the side of the pair plot that 
indicates whether the pair is ranked in the top 1 % for a given pattern in 
any other traits in the data set, shown in  Figure 4(b) on the right. Here, 
each square in a heat map represents other traits, where squares with 
darker saturation have a higher ranking. To find which pairs are ranked 
high for the pattern in the largest number of other traits, they can be 
sorted by frequency of top rankings from the heat map. 

4.5 Case Study 
We validate the trait and pattern views instantiated within Trevo by 
demonstrating their usefulness in a case study. The case study was 
conducted and written by our primary collaborators, who are also co
authors of this paper, and focuses on one of their primary datasets of 
the Anolis lizard genus. We provide a brief summary of findings here. 
We do not include the more detailed case study in this paper-within-a
paper, instead linking to it as external evidence [T 145], as we find that 
domain-specific case studies often do not significantly contribute to a 
broader understanding of research contributions in design studies, but 
are rather akin to analysis scripts used in quantitative data analysis: they 
are necessary to ensure validity and trust, but do not convey knowledge 
on the subject of the research. 

Using the trait view, our collaborators were able to reduce their 
analysis to a subset of species that exhibit exceptionally large body 
features, and to see how body features evolved differently over time. 
Traditional visualization approaches would have required coloring dis
junct branches in a phylogenetic tree and making difficult judgments 
about color variations; the trait view instead provided targeted anal
ysis using spatial encoding of the traits of interest With the pattern 
view, our collaborators were able to confirm a known convergence and 
divergence event, a task not possible with commonly used software 
for the phylogenetic analysis of trait evolution. Furthermore, they we 
were able to identify a new pattern of convergence in a pair of species, 
leading them to new biological questions about the evolutionary forces 
at play. This case study shows that our collaborators not only could 
easily distinguish interesting patterns in their data using Trevo, but also 
document a previously unknown insight. We offer this case study as 
evidence of the validity of our proposed designs [50]. 
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Fig. 4. Pattern view components. (a) The user interface allows selection of a preset pattern, refined by adjusting the parameters for Distance, Delta, 
and Closeness. This interface also sorts rank pairs by top score or top rank frequency. (b) The first-ranked pair of paths (the species Ano/is insolitus 
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4.6 Conclusions 
We developed a web-based visualization tool we call Trevo in collabo
ration with evolutionary biologists to analyze phylogenetic trees with 
multivariate and uncertain attributes. In this paper-within-a-paper we 
contribute two novel visualization techniques implemented in the trait 
view and the pattern view. The two views prioritize visualizing the 
attributes in multivariate, phylogenetic trees over detailed topological 
information. This prioritization is by design. As the tree topology itself 
is highly uncertain, visualizing uncertain attributes on uncertain nodes 
is not helpful. Instead, our approach aggregates relevant subtrees by 
time and visualizes possible attribute distributions for temporal bins. 
The pattern view similarly prioritizes attributes with only rough topo
logical measures, such as the time two species diverged. It is the first 
approach that allows researchers to query for complex evolutionary 
patterns based on a trait and topology, and explore these patterns across 
multiple traits. 

Trevo is being integrated into the computational workflow of the 
Harmon Lab. Additionally, the development of Trevo is part of a larger 
software project for creating MultiNet, a web-based tool for visualizing 
and analyzing multivariate networks [45]. The visualization insights 
generated from this design study are informing aspects of MultiNet's 
design. We discuss the methodological insights generated from this 
design study in the next section. 

5 METHODOLOGICAL RECOMMENDATIONS 
Our experiments with design study criteria for rigor - specifically ABUNDANT, REFLEXIVE, and TRANSPARENT - offered us a wealth of op
portunities to try new things, and to learn along the way. Through a 
critically reflective process, we distilled our learning into three method
ological recommendations for conducting iterpretivist design studies. 

5.1 Explicit, systematic reflection is productive 
Reflection is a critical aspect of design study [66], yet little is known 
on how and when to do this in practice [43]. In our work we reflected 
regularly, and reflexively, documenting our reflections as we progressed 
through the study. What we found is that systematic reflection shifted 
the course of our research in productive and demonstrable ways. 

For example, when Rogers arrived in our collaborators' Jab at the 
start of the field study, she initially felt uncomfortable audio-recording 
her interactions with them. Because she was not familiar with the group 
and the group was not familiar with her, she felt like an intruder in the 
Jab. In a reflective note from one of her first interviews, she noted: 

I have not been recording these interviews as I am in the 
first week and I do not want to be intrusive. [T3]. 

She was, however, aware that audio recording would be beneficial to 
her note taking: 

I believe the recording will help me capture more than I 
can get from my note taking, and maybe more important I)', 
be more engaged in the interview process. I was initially 
hesitant to ask people to record them during my initial time 

here because I was new and unfamiliar and wanted our first 
interactions to be more candid. [T53]. 

The following week she decided to audio-record the participatory work
shop she ran with the Jab, and reflected on the experience: 

I am glad I recorded the workshop - as I have re-listened 
to it and transcribed parts I felt were significant to the goal 
of the design study. Returning to the audio at a later time 
allowed me to notice things that people said when I was 
engaged in a conversation with someone else or did not 
have the base knowledge on a particular subject to want to 
write the moment down initially. [T36] 

Rogers' concerns about her intrusive presence in the Jab made her 
initially hesitant to audio-record interviews, to the detriment of her data 
gathering. After writing several reflexive memos detailing her feelings, 
and reflecting on the success of audio-recording the workshop, she 
changed her interview method and audio-recorded all interviews with 
collaborators. Off-loading the work of note-taking to the recording 
allowed her to engage in a more conversational, constructive way when 
conducting interviews: 

I found [ audio-recording] extremely helpful as I was able 
to engage in conversation more easily than when I was 
attempting to take speed notes .... The recording seems to 
blend into the scene and you forget it's running after a 
couple of minutes. I will be using a recorder from now 
on.[T53]. 

By reflecting on her actions, Rogers was able to adjust and improve 
her research practices. Systematic, reflexive notes such as these are 
encouraged by qualitative researchers as they offer "a partial means for 
providing checks on the researcher's own biases" [35] and a mechanism 
to "detect and correct deviations from the design goal early" [59]. 

The start of audio-recording within the design study Jed to our sec
ond example of productive reflection. After conducting an interview, 
Rogers would listen to the audio-recording from the interview and 
reflectively transcribe it within a day or two. Transcription did not 
involve transcribing the audio-recording word for word, but was instead 
a reflective memo synthesizing the main points taken from the audio 
along with concrete quotes as evidence for these findings. When some
thing stood out in the recording, Rogers would memo what time in the 
audio this happened, allowing her to easily revisit how something was 
said at a later time [T36]. 

We find that reflectively transcribing an audio-recording - versus 
relying on an (automatically or externally generated) word-for-word 
transcription - offers two advantages for analysis. First, listening to 
the audio while taking notes slows us down, allowing for a deeper, 
more thoughtful analysis. Writing down reflections requires us to stop, 
rewind, and listen to things multiple times, resulting in better notes and 
interpretations. Second, we find that listening to a recording allows us 
to re-experience the interview, but in a more detached and reflective 
way. This allows a new perspective on the discussion, separate from 
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the one we experienced in the moment [T126]. Our third example of
productive reflection occurred as we constructed an audit trail of our
collected artifacts in order to produce a transparent trace of the design
study process. Upon revisiting her old sketches, Rogers noticed that her
design concepts for certain components were very narrow, particularly
for an early version of the trait view [T705, T709, T731]. She reflected
on the narrow design concepts during a meeting:

I get fixated on one design and I can see that in the sketches
in my sketchbook. [ T111].

This reflection prompted Rogers to attempt a redesign of the trait
view’s discrete plots, which had last gone through design iterations
three months prior. Having recently reviewed her notes she took during
the field study as she added them to the audit trail, she found new
meaning, and new ideas for her redesign:

I still find details that I missed at the time of a meeting or at
an initial reflection. [T111].

The redesigned trait view, shown in Figure 2, shows relationships
between trait values and their probability distributions that were not
shown in earlier designs.

We did not anticipate that the act of curating and organizing arti-
facts would facilitate productive reflection and play a role in design
development. This redesign would likely not have occurred without the
reflective processes of revisiting past notes, a concept emphasized in
work on systematic reflection for design in engineering. By adopting
regular reflection during design, “the chance of overlooking important
aspects is decreased” [59]. Tavory and Timmermans advocate for revis-
iting experiential notes to reconsider them with newfound knowledge
or perspective: “We are constantly re-experiencing parts of our world
as we go about the business of living. When we move through our
surroundings, we not only encounter new problem situations but find
new problems in old situations” [74].

RECOMMEND� TION Our work shows that adopting regular, sys-
tematic, reflective practices within a design study can improve the
research methods, domain understanding, and visualization designs.
We recommend four opportunities for reflection-on-action. First, take
reflective notes before and after interviews with domain collaborators.
This activity takes only a few minutes but significantly improves the
focus of an interview as well as captures initial interpretations and
ideas for next steps. Second, include reflexive considerations in your
field notes. Reflecting on changing perspectives, biases, methodologi-
cal rationale, and feelings can be a valuable source of insight. Third,
audio-record interviews and analyze them via reflective transcription.
The reflective transcription should occur soon after the interview to
support experiential recall on the part of the researcher. Fourth, revisit
early notes and sketches. During these revisits look for opportunities to
reinterpret experiences through a new lens of deeper understanding.

5.2 Traceability supports transparency and reflection
Providing a transparent, scrutinizable trace of a design study is essential
for allowing judgments about the quality of the research [44]. � s we
developed an auditable trace through our collection of research artifacts,
we found, however, that revisiting evidence also supported productive
reflection that shifted and changed the course of the study. Supporting
different ways to trace the design study process was important for
encouraging both transparency and reflection in our study.

From the start of the field study, we meticulously collected a rich
set of research artifacts in order to abundantly document our research
process. We stored the artifacts in an online repository, and created a
record for each in a spreadsheet that included a descriptive title, the
date it was created, a unique id, and the research artifact type such
as meeting note, sketch, email, etc. Building on this collection of
evidence, we experimented with transparent reporting by creating an
audit trail of the artifacts. Our initial, web-based design of the audit
trail was inspired by those created for other experiments on reporting
design studies [29, 40]. Like previous examples, our website traced the
design study temporally by visually organizing artifacts on an overview

timeline, and providing access to the recorded artifacts themselves
through a details-on-demand side panel. Each artifact is represented on
the timeline as a square, color-coded by its type as shown in [T161].

While building the audit trail, we reflectively engaged with the
research artifacts, leading to demonstrable changes within our study,
as we previously discussed in Section 5.1. This engagement shifted
the audit trail toward use as an internal, research tool. We found that
we wanted to trace research concepts across the study, including our
growing understanding of domain principles such as convergence and
uncertainty, as well as our criteria experiments through reflexivity and
sketching. To support concept tracing we extended our metadata for
each research artifact to include tags that pull information embedded
within the artifacts. These concept tags allow for a trace of how our
awareness and understanding of various concepts evolved throughout
the study. We extended the website to include the concept tags for each
artifact in the detail view; clicking on a specific tag highlights other
artifacts with the same tag in the timeline overview, as shown in [T161].

The final iteration of our tool supports an unanticipated range of
research tasks: recording diverse research artifacts, reflecting on con-
ceptual developments, and reporting on the design study process. It
is a trace of our research process from two perspectives: a temporal
perspective for transparent and auditable reporting and a conceptual
perspective for reflective research practices. We consider this tool to be
a trrrace, as both a speculative nod to material traces [55] and to the
record, reflect, and report tasks it supports.

The trrrace has theoretical connections to both audit trails [1, 35]
and annotated portfolios [8, 21]. � s referential material [35], our re-
search artifacts are evidence of the design study process [25,47,77,83],
capturing fleeting aspects of the study that led to insight. Organiz-
ing these artifacts temporally provides a trace of the study itself [55],
providing an auditable mechanism for reviewing the quality of the
research [48, 73, 77]. Our research artifacts are also manifestations
of design knowledge [21], with the knowledge engrained within the
artifact [15]. Each artifact’s concept tag, created from the artifact itself,
is an annotation, allowing for a trace that connects seemingly disparate
artifacts through more general concepts. These theoretical connections
point to an opportunity for further theorizing about, and experimenting
with, design study trrraces.

RECOMMEND� TION Our experiments with abundant evidence and
transparent reporting led us to the concept of a trrrace, which supports
recording, reflecting, and reporting in design study. We recommend
that design study researchers plan for a trrrace early in a study and
consider three important issues. First, the process of collecting artifacts
greatly benefits from establishing a system for organization early on.
We used an online spreadsheet and adopted a regular practice of adding
records of digitized artifacts as we generated them. Second, develop
mechanisms to automatically extract concept tags from the artifacts
themselves. We extracted concepts from the artifacts manually for
this project, but in future work we plan to develop an improved, semi-
automated approach. Third, the immersive, ethnographic nature of
design study requires considerations of how to handle privacy, as well
as anonymization for review. We encourage developing a system for
anonymizing artifacts early in the study process. � dditionally, we find
that the best method for navigating transparent recording of a study
is to be transparent: tell your collaborators when you are recording,
establish what will be on- versus off-record, provide them access to
your notes, and be aware of recording delicate social dynamics.

5.3 Methods are necessary, but evidence is the proof
Employing appropriate and justified research methods within a design
study is necessary for achieving rigor, but a checklist of methods is
not sufficient for arguing that a study is rigorous. The design study
rigor criteria are meant to provide guidance on what to achieve, not
how to do so [44]. Evidence of the criteria within a study is the proof.
The type, extent, and depth of evidence that is sufficient for arguing
that a design study meets the criteria for rigor, however, is an open
question, and likely one without a standardizable answer. � s part of our
experiments we reflected over our research artifacts and experiences,
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looking for evidence of the criteria. We found that shifts in the way we
communicated and interacted with our collaborators suggest that our
study was INFORMED and ABUNDANT.

During the early stages of our field study, work discussions with our
collaborators centered around semistructured interviews. We organized
interviews to have 2-3 in a single day and scheduled interview days ev-
ery few days. Rogers saved up questions she had until these interviews
[T7, T53]. The infrequent discussions were relatively long in duration,
lasting from 1-2 hours at a time, were dense with domain information,
and had a formal tone. Post-interviews, Rogers would revisit and look
up domain concepts and vocabulary that emerged from these interviews
as she was building her understanding of the domain:

The paper [linked] below was a really good resource for
getting an understanding of the group comparisons that
indicate adaptive events such as convergence.... People I
have interviewed touched on these concepts, but because
the concepts are complex and varied, it is really hard to get
a good synthesis of the main points. I feel as if I am hearing
recurring words that come up in conversation, but I have
been missing the connection between them. [T87]

� s the field study progressed and Rogers felt increasingly comfort-
able asking questions outside of scheduled interviews, work communi-
cations shifted to shorter, informal discussions and texts. The language
of communications also shifted as Rogers increasingly used domain
vocabulary and concepts fluently. For example, Rogers saw some un-
expected biological relationships in the data while developing one of
the visualization views, and messaged a collaborator to confirm her
observations:

Rogers: WOOP. Saving the summary view.
� P: Booyah
Rogers: One thing I noticed the other night is that a lot
of the convergent pairs are not both the same ecomorph
— but because we are looking at a single trait, would
it make sense that two ecomorphs would have similar
characteristics for a single trait? Ex: trunk crown and twig
having similar PCIII Padwitch vs tail?!
� P: Hmmmm.... You’re finding that even when using the
PC traits? Because those PCs are essentially composites of
multiple traits [T133]

The texts continued as Rogers also excitedly communicated her findings
of a problem with the pattern ranking system:

Rogers: THINK I FOUND � BUG IN THE DELT� .
� P: Oh *** What’s it doing? [T133]

� t the time of this text exchange, Rogers had spent significant time
engaged with the domain, and she understood enough about domain
concepts to identify mismatches in what she saw in the data. Further-
more, identifying these mismatches excited her.

This exchange aligns with indicators for immersion: using domain-
specific language the researcher engages in “informal peer-to-peer
communication with domain experts about domain science and visu-
alizations”, eventually becoming “concerned with, affected by, and
personally involved in the other domain” [23]. Design by immersion
is an approach that, through long-term, committed engagement, pro-
vides visualization researchers an abundant exposure to a domain space,
allowing them to develop a deeply informed understanding.

Every design study, like other qualitative inquires, is unique in
complex ways and thus requires the construction of careful, thoughtful
arguments for its quality: “Excellent research is not achieved solely
by the use of appropriate strategies or techniques. The skillful use of
strategies only sets the stage for the conduct of inquiry” [49]. Changes
in the way we communicated with our collaborators — not the time
we spent in the field or the number of interviews we conducted —
suggests that our design study met aspects of both the INFORMED and
ABUNDANT criteria. We argue for careful argumentation, backed up by
rich evidence and grounded in existing literature and theories, as a

general model for supporting claims of rigor in design studies. Being
reflexive and noticing not only how we affected the research, but also
how it affected us, offered us opportunities to more deeply reflect on
the impacts of our criteria experimentations. We speculate that many
such opportunities may be found in any design study.

RECOMMEND� TION Knowing when a design study has reached
a critical threshold for establishing rigor is difficult, with no single,
objective metric. Through critical reflection we positioned our experi-
ences and evidence — shifting patterns of communication — within
existing theoretical concepts — design by immersion [23] — allowing
us to build links between what occurred in our research and what it
could mean. We recommend that design study researchers plan for the
time and space to engage critically and reflectively with their research
artifacts and experiences; propose, repropose, and repropose again how
what they learned engages with the existing literature; and resist the
urge to argue that a study is rigorous because of a checklist of methods
they employed, and to instead look for things that changed, shifted, and
surprised.

6 CONCLUSION

This paper reports on an interpretivist design study and a resulting di-
verse set of knowledge outcomes consisting of visualization techniques,
methodological insights, and new methods for reporting. We found that
our experiments with establishing rigor through the ABUNDANT, REFLEX-
IVE, and TRANSPARENT criteria led to a myriad of learning opportunities,
yet those opportunities are messy, overlapping, and difficult to distill.
For example, our efforts to provide transparency relied on abundant
data collection, and (reflexively) changed our writing methods as we
crafted this paper. We learned much more than we have reported, but
the challenge of aligning the evidence, our experience, and existing the-
ory kept us from fully synthesizing the rich learning this interpretivist
design study provided.

One such example is the trrrace construct we propose for recording,
reflecting, and reporting in design study. The idea of the trrrace emerged
as we worked to enhance the transparency of this report. The more we
linked into our collection of artifacts, the more we noticed how these
links provided useful traces of our research process. We also became
aware of challenges for a mechanism like a trrrace that is used in both
the research and reporting processes: how do we ensure persistence
of the trrrace and the myriad artifacts it links together? How do we
consider privacy concerns, as well as anonymization constraints? How
do we develop and maintain a trrrace in a way that does not slow down
design-oriented research? How do we improve our recording practices
to enhance the traceability of a trrrace? How do we report a trrrace in a
way that is accessible, understandable, and scrutinizable?

This last question offers opportunities to reflect on current practices
for reporting through traditional supplemental materials that can, at
best, tell a curated story parallel to a paper, but at worst, can be an
impenetrable dump of information. What types of visualizations, inter-
actions, and interfaces can we design to help a reader navigate a trrrace?
How might we tell a data-driven story from an abundant collection of
evidence? If we embrace the concept of material traces, how might this
fundamentally change the way we think about supplemental materials,
transparency, and reproducability? Developing theory and pragmatic
guidance for design study trrraces is one of the more exciting future
directions pointed to by this work. We hope this paper is a catalyst for
further conversations about trrraces, as well as the broader opportunities
and challenges for interpretivist design study.
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CHAPTER 4

WHERE DID THAT IDEA COME FROM?

TRACEABILITY IN DESIGN-ORIENTED

VISUALIZATION RESEARCH

4.1 Abstract
Design-oriented visualization research is not reproducible in the classical sense. Instead,

this research requires a transparent process to build trust and allow others to validate

rigorous scientific results. Although transparency is advocated for widely, there is little

guidance on how to achieve transparency for design-oriented research. In this chapter,

we introduce the notion of traceability, making the research process legible and allowing

scrutiny of emergent contributions. Traceability is distinct from a simple disclosure of

processes, e.g., as supplementary material. It emphasizes discoverability by, for example,

connecting claims made in a research paper to the provenance of the idea (“research

thread”) throughout the collection of artifacts that document the research process. The

primary contribution of this work is the conceptualization of traceability for design-oriented

visualization research as a complementary goal to reproducibility. A secondary contribution

is a vision of how to support retracing through our demo tool tRRRaceR.

4.2 Introduction
Reproducibility is important in empirical research for validating rigorous scientific

results. Hinging on transparency, reproducibility requires that results can be checked and

recreated from study materials made available by the researchers [1]. Quantitative and

computational fields strive for reproducibility through the release of analysis protocols,

code, data, and other digital artifacts [16]. Within the visualization community, there is a

long history of advocating for making visualization research reproducible [2], [3], [46].
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Visualization, however, is a methodologically diverse field with a range of epistemic

foundations and approaches. In particular, design-oriented visualization research such as

design study is inherently unreproducible due to the subjective, dynamic, and situated

nature of the research [47]. Instead, researchers advocate for transparency that allows others

to understand what was done and why, and how conclusions emerged, so that they can

make judgments about the trustworthiness of research [8]. Transparent design research

requires the release of a broad array of artifacts including notes, observations, sketches,

transcripts, emails, and software. The abundance and diversity of these artifacts, however,

makes the research process difficult to both communicate and scrutinize [13].

In this chapter we work to strengthen the transparency of design-oriented visualization

research through a conceptualization of traceability: making legible the process and thinking

that a researcher experiences during a study. Although the design process is ephemeral,

Rogers et al. show that purposeful recording of an abundant collection of artifacts can

capture what researchers did during, and learned from, design activities [13]. We build

on this previous work and introduce the concept of research threads [ ], which are curated

and annotated collections of artifacts that trace the emergence of research results. Re-

search threads are created through reflection, and capture the process that researchers went

through to acquire and test compelling ideas in a design-oriented study. Deep links to these

threads from within a research report tightly link claims with underlying evidence, allowing

reviewers and readers to directly trace and scrutinize the provenance of an argument, a

claim, or a novel idea. Research threads, deep links from the reports, and other features

such as tags and search support traceability and transparency by making an abundant

collection of artifacts accessible to even casual readers of a research report.

We explore how to support traceability with a demo tool called tRRRaceR. tRRRaceR

focuses on four core tasks (all starting with an r, hence the name tRRRaceR) for enabling

researchers to make their work traceable: recording a diverse collection of artifacts during

a study; reflecting across the artifacts to create and refine research threads; reporting on

the threads in a research paper; and allowing others to read through the threads. The

development of tRRRaceR is grounded in its use within four studies, three of which were

ongoing during the design process.

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=b973c840-f26c-4a21-99b3-b93e411d659c
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The contribution of this work is two-fold. First, we conceptualize traceability for design-

oriented visualization research to support the transparency of studies, and outline the

underlying mechanisms for retracing. Second, we offer a vision of how to support tracing

through our prototype tool tRRRaceR. tRRRaceR supports researchers through a desktop

application that allows them to record artifacts, activities, and emergent research ideas. A

companion web app allows readers to retrace the emergence and evolution of research

threads, as well as specific artifacts, from within a research report by following deep links.

Insights from this work are available at https://trrracer.netlify.app/ 1.

We include links to the tRRRaceR project for the design process described in this chapter

as inline icons: represents a research thread, represents a design activity, and

represents an artifact.

4.3 Reproducibility, Transparency, and Traces
Reproduction and replication as means for evaluating the validity of empirical scientific

research is a prominent focus and concern in computer science [1], [48]. Although there is

no clear consensus about how to crisply define and delineate between these concepts, a

report released in 2019 by the National Academy of Sciences, Engineering and Medicine

states that reproducibility requires “the act of a second researcher recomputing the original

results, and it can be satisfied with the availability of data, code, and methods that makes

that recomputation possible” [1], and defines replicability as “obtaining consistent results

across studies aimed at answering the same scientific question, each of which has obtained its own

data.” Within the visualization community, an emphasis on reproducibility and replication

spanning decades [2] has produced a shift toward more open research practices, with more

access to data and preregistration of studies, and an emphasis on replication in applied

work [3], [14], [15].

While most discussion of reproducibility and replicability within the visualization

community focuses on empirical work, perspectives are emerging on transparency for

other types of research approaches such as qualitative studies, systems building, theory

1This anonymized URL is provided for review; it will subsequently be changed to a subdomain of an
institutional domain that can be more stably maintained.

https://trrracer.netlify.app/
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=b973c840-f26c-4a21-99b3-b93e411d659c
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=88b5f8f9-f8a9-4134-8b9f-24eba80aa98b
https://trrracer.netlify.app/?path=jen&view=detail&granularity=artifact&id=1ZmvkGpBhwSM1et529k_izXwMAlsxTQUsCtb4N7_d0yw
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development, and design-oriented research. Researchers argue that some approaches to

visualization research — such as design study [47] — are not only inherently unreproducible,

but that attempting to make them so would undermine the rigor of the research [8]. Instead,

they propose criteria focusing on making research scrutinizable such that others can make

judgments about the appropriateness of methods, quality of evidence, and reasonableness of

conclusions. A number of pragmatic approaches to enabling transparency of visualization

design processes have been proposed, including literate visualization that calls for explicitly

including rationale for decisions made in the design and implementation of visualization

tools [22]. In other work, a proposal for tracing a design study process advocates for making

an abundant collection of artifacts available to readers to allow them to get a sense of

verisimilitude for what was done throughout the study [13].

Design studies and design-oriented research share many of the same challenges as

qualitative research, in that they are highly subjective and unreproducible. Qualitative

researchers have a long history of advocating for transparency as vital for ensuring and

assessing rigor [49]–[51]. Computer-based tools and toolkits for coding qualitative data

help enable transparent reporting of analysis, such as the qualitative toolkit introduced

by Lu et al. [24], and text analysis tools like MaxQDA and NVivo [25]. Reflexive and

reflective memoing during the research process makes researchers’ subjectivity and biases

more visible [52]–[55]. Additionally, audit trails are a widely used method for supporting

the evaluation of qualitative research by allowing auditors to “become familiar with the

qualitative study, its methodology, findings and conclusions [to] audit the research decisions

and the methodological and analytical processes of the researcher on completion of the

study, and thus confirm its findings” [26]. They require extensive documentation of a

research process and release of data and evidence to support transparent reporting.

Complementing qualitative researchers’ prioritization of transparency are calls within

the Research through Design (RtD) community for exposing design knowledge embedded

in artifacts [56]. As carriers of knowledge, artifacts are imbued with what a designer comes

to know about a visual form, interaction characteristics, and ways of shaping materials into

a desired object [57]. This knowledge, however, is opaque and requires explicit documen-

tation about the underlying design rationale and decisions [29]. Annotated portfolios are
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an approach for revealing design insights from the abstraction of artifacts, designed for

specific situations, into generalized knowledge [29]–[31]. This is often done by bringing

together a collection of artifacts and making explicit the designer’s particular knowledge

embedded in each of them, and how that knowledge generalizes across the collection.

The Science and Technology Studies (STS) community similarly explores the idea that

objects carry knowledge about culture and society through a conceptualization of traces.

Traces capture the causal relationship between a phenomenon in the world and the mark

it leaves, such as the link between a person walking in the sand and the footprints they

leave behind. History of science scholars have described an early focus on objectivity by

the scientific community through the lens of traces, where science is considered a process of

trace-making, and traces are the objective evidence left behind [58]. On the other hand, new

materialism scholars applying a situated perspective of knowledge production consider

traces as meaning-making, emergent when someone (or something) engages with the marks

left behind by a phenomenon [59]. This perspective implies that traces are not found but

constructed, with interpretations varying from person to person. Offenhuber considers

traces in the physical world as visualizations of the gap between data and environmental

phenomena that are otherwise absent from digital, data-based visualizations [33]. Dourish

and Mazmanian, however, argue that digital information also has similar inscriptions of

its making, including the cultural, social, political, and subjective influences [34]. Rogers

et al. explore the traces left by design study, arguing that an abundant collection of di-

verse artifacts can reveal traces of the design process from both temporal and conceptual

perspectives [13].

The work we present in this chapter builds from these perspectives. We argue that

the conceptualization of traceability we provide in the next section is a pragmatic framing

for making nonempirical visualization research transparent, complementing existing ap-

proaches for supporting reproducibility. Traceability supports the reading of traces from an

abundant, annotated collection recorded during a design process, to make the otherwise

ephemeral design process legible to others. Research threads are an explicit mechanism to

annotate traces by linking together artifacts that helped to shape the emergence of research

ideas, providing a researcher an opportunity to externalize an otherwise internal reflective
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process and communicate it through deep links in a report. We discuss the mechanics be-

hind traceability further in the next section, and then offer an exploration of how traceability

is supported by our prototype tool tRRRaceR.

4.4 Traceability
In design-oriented visualization research contexts, researchers learn new things through

the process of making and shaping visualization technologies [8]. The learning process is a

reflective one, ephemeral and difficult to capture and communicate, made more so by the

messy, subjective, and situated nature of design [60]. Within this context, the question we

tackle in this chapter is how we can bolster the trustworthiness of results and contributions

of design-oriented research. How can we make the doing, thinking, and learning of design

researchers legible and scrutinizable [ ]?

We propose that transparent, scrutinizable research is traceable [ ]. A traceable research

result is one that allows others to understand the relationship between the design process,

the result, and the final report. In this work, we consider traces as an interpretation of how

something came to be, arising from engagements with underlying marks left by the design

process. Building from this definition, we describe several types of traces that are important

considerations for traceability.

First, a researcher creates traces of design activities (Figure 4.1A) [ ] through the

recording of artifacts (Figure 4.1B) [ ] that were generated by an activity. Different types

of artifacts are evidence of different aspects of the design process: visualization software

embeds a researcher’s knowledge of visualization design, how digital materials were

brought together, and what a designer interprets as a meaningful visualization design [ ];

transcripts from interviews or meetings capture how collaborators informed each others’

thinking [ ], as well as how a researcher approached learning about a domain [ ]; reflective

memos [ ] make explicit the internal thoughts a researcher has about the state of the

process; and much more. Many of these artifacts require annotations to make the trace of

an activity and a designer’s thinking legible [61].

Second, by threading together artifacts that reveal how ideas emerged in the design

process, a researcher creates a trace of learning and insight. A research thread [ ] (Figure

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=da567eeb-00b6-469f-b15f-1dac8fe14a30
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=d29c1607-6c57-41f1-8009-7503a0a8416c
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=684f69e7-327e-4992-bcf2-9525496cf9d1
https://trrracer.netlify.app/?path=evobio&view=detail%20view&granularity=artifact&id=3a605e4b-0a65-4757-84ea-c536128a0f68
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=22fc1832-852c-43ac-9f2a-7cc057fdcd97
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=5d51d8ae-128d-4a6a-88a9-750bbbf1595a
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=4e59ebd7-25ef-49a5-998f-715e3ebce60c
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=2ab9956d-29f3-4fcb-a97d-416e4910fbb6
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=39d91411-bbc2-4dec-8d2f-2883bb2c0ae2
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Figure 4.1: Diagram of how we propose traceability can be implemented in research. (A)
Activities are notable events that move the research and design process forward. Examples
of these include meetings with collaborators or workshops. Outputs (or traces) of these
ephemeral activities are stored as (B) artifacts, including meeting notes, sketches of pro-
totypes, and audio recordings of research discussions. Ideas emerge from this research
process, and they can be captured and traced through the artifacts in the collection using
(C) research threads. Finally, activities, artifacts and threads can be cited as (D) deep links
in the research paper to allow readers of the work to retrace the emergence and evolution
of reported results and ideas.

4.1C) is a curated collection of artifacts that a researcher interprets as important in the

emergence and evolution of an idea they have. Once an idea sparks, the creation of a thread

prompts a researcher to reflect on what design activities contributed to the idea and identify

relevant artifacts as evidence, encouraging researchers to both reflect on past activities and

consider present and upcoming activities with the thread as the core connecting idea. As

a researcher tests, shapes, modifies, and turns over ideas throughout the design process,

continuing to link artifacts provides a trace of how the idea evolves. Both artifacts as traces

of activities, and threads as traces of learning and discovery, benefit from annotation to

contextualize the meaningfulness of the collection [ ], similar to annotated portfolios [31].

Finally, deep links to threads (Figure 4.1D) from within a research report support the

legibility of traces of research insight by others [ ]. This linking to visualizations of research

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=ff97e424-6717-4131-a49b-dda51c9faf92
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=ba27001f-5d28-44eb-b507-bd7b0ff0be7a
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threads could be considered a type of auto-graphic visualization that “aims to reveal, isolate,

amplify, conserve, and present material traces as records of past processes and events” [33].

In this way, traceability is supported by framing the context of an idea through the narration

in a report, and connecting that context directly to a trace of how that idea came to be.

As someone reads through the report, they are able to also read through the trace of the

research process.

Supporting traceability hinges on four critical tasks: recording, reflecting, reporting,

and reading. Critically, traceability fundamentally builds from an abundant and diverse

collection of artifacts, which are thoughtfully produced, recorded, and annotated. Recording

of artifacts can be considered as a marking activity that creates a permanent trace of an

otherwise ephemeral process. Through reflection by the researcher, the creation of research

threads encodes their learning and sense-making processes over the course of a study.

Including deep links to a visualization of threads while reporting on the research makes the

traces of insights legible, scrutinizable, and transparent to others as they read through the

results and evidence.

There are two distinct personas when considering traceability: the researcher conducting

the work and the reader scrutinizing work [ ]. The researcher records artifacts, reflects on

the artifact collection, constructs threads, and reports on what and how they gained insights.

The reader seeks to understand what happened during the design process, and why. The

reader (typically a fellow researcher reading or reviewing a paper) can use a project report

(often but not necessarily in the form of a paper) as the starting point for the exploration,

and follow the deep links from that report to retrace the work.

We distinguish these personas and their divergent goals to better inform how to imple-

ment traceability. The work of supporting traceability lies with the researcher who records,

reflects, and reports on the design process, while the act of retracing lies with the reader who

interprets and scrutinizes research threads and other artifacts. Building on these ideas we

developed a prototype tool — tRRRaceR — that explores how we might support traceability

for design-oriented visualization research, both from the perspective of the researcher and

the reader. The result is two versions of tRRRaceR that support these diverse goals.

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=a751f24b-3994-4b77-84c1-fa0ac0d51021


60

4.5 Usage Scenario
To illustrate our envisioned workflow of supporting traceability of a design-oriented

research project, we use an example, biology design study. Margaret — a visualization

PhD student — wants to make her work traceable, so commits to thoroughly recording her

design process as she embarks on a new visualization design study with collaborators. She

uses tRRRaceR to do this. When she meets with her collaborators, she takes notes and adds

them to the tool as activities: she adds transcripts of her meetings [ ], the notes she takes

when reading related work [ , , ], reflective memos [ ], concept and design sketches [ ,

, ], emails [ ] and other types of communications [ , , , ], and anything else she can

digitize from her process (Figure 4.2) [ ].

As she records artifacts, she tags their respective activities to summarize important

domain and design process concepts that are embedded in them. For example, character

shifts [ , , ] is a term that comes up frequently in conversations with her domain

collaborators. She searches for character shift (Figure 4.2A) and tags the returned artifacts

with character shift to keep track of this emergent concept in her work. Later on, she can

filter artifacts by this tag and revisit the associated artifacts to explore the varied activities

and contexts in which this concept appeared. Tags are useful to keep track of an idea that

Figure 4.2: tRRRaceR example for a biology case study illustrating adding artifacts, search-
ing items, and inspecting activities. Details of the overview. (A) Adding an activity to a
project. The researcher can add a title, tags, and description to the activity. They can also
adjust the date if they are adding an activity that occurred on a previous day. (B) View
of query bar after searching for term ‘character shift’. This displays all artifacts that have
textual data containing ‘character shift’. The researcher can than view these artifacts in the
detail view. (C) The detail view of one of the queried artifacts for ‘character shift’. From this
view, the researcher can add tags to the artifact’s activity.

https://trrracer.netlify.app/?path=evobio&view=detail%20view&granularity=artifact&id=82196fe1-42c4-408c-b83d-7b6292bfac91
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=d9eb47ae-6f0d-499e-a4de-107d7aaf9632
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=603cc745-e864-4fa5-80c8-f0df7c1328ae
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=4efc5633-fb81-43e8-aaf0-f17ee225980a
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=2ab9956d-29f3-4fcb-a97d-416e4910fbb6
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=4dea9246-fa5c-4257-af7a-f8de3cb9d324
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=f5b06655-a02d-4f0d-b469-2ecdac66f49f
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=f5b06655-a02d-4f0d-b469-2ecdac66f49f
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=5f93432d-a6c6-4d45-b48d-a79fe2f18409
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=b480fe4b-9296-4562-9324-9b27bbff55d0
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=b264cefd-cbac-4e36-b029-6540a768ff36
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=dade4587-8f34-4299-8c4c-3c41261a5f56
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=f7a888b9-6075-4f17-8244-6f4e258facae
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=e6d40204-7d5b-4de4-92a8-90026c117c9d
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=40989f95-2cdb-445e-82c9-95e67ce968dc
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=74d6f377-390b-4ee9-8c80-5daada7f7692
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=20406872-0141-4837-98f2-e17872448983
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=d09f1b27-94b2-4aa8-a016-66ebc72db186
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is not yet a thread – but a notable enough concept to revisit. As her research progresses,

interesting insights emerge. She captures these insights as research threads in the tool. She

creates a research thread called trait changes through time [ ] and threads activities she has

tagged character shift to the thread (Figure 4.2C).

Later on in her work, she merges the thread trait changes through time with a higher level

thread Patterns of Evolution [ , ]. Through the research process, Margaret maintains the

research thread Patterns of Evolution as well as the threads of other ideas that emerge, such

as sketching as a medium for conversation [ ]. As her research progresses, she continues to

add pieces of artifacts to the threads, along with rationale for their inclusion.

Nearing the paper writing phase of her research, she reflects on the research threads

she has curated through the process [ , , ]. She discusses the research threads with her

collaborators, noting which research threads contributed most to the goals of the project.

At this stage, she determines which threads she will include in the final paper and which

ones will be culled. She also marks certain activities as private, to be redacted in the public,

reader view tRRRaceR, and adds clarifying notes and rationale to the research threads.

In her manuscript, she adds deep links to visualizations of her research threads when

reporting results, and to various activities and artifacts for providing evidence. During the

review process, reviewers have access to the threads, artifacts, and activities, and can use

this information when scrutinizing the rigor of the research.

After publication, the paper is available to the community, both as a PDF with deep

links, but also embedded in the tRRRaceR tool. A reader of the paper selects a deep link to

a research thread titled patterns of evolution [ ] and reviews the artifacts that contributed to

this research thread. They can then navigate to other threads, activities, or artifacts within

the tRRRaceR Reader view through an interactive visualization linked to the PDF viewer.

4.6 Design of the tRRRaceR Tool
The primary goal of this work is to support traceability in design-oriented research [ ].

The tRRRaceR tool is our exploration of how we can support traceability with a visualization

tool, as outlined in Section 4.4. The design of our prototype focused on supporting the

four critical tasks of traceability — record, reflect, report, and read — for the two distinct

https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=bc18a5af-8132-4d26-8a70-6622319f99a2
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=f991e941-1c53-4174-a47c-104ddd55fbdd
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=f991e941-1c53-4174-a47c-104ddd55fbdd
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=202c5ede-1637-47a0-8bc6-c75700f34036
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=202c5ede-1637-47a0-8bc6-c75700f34036
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=f991e941-1c53-4174-a47c-104ddd55fbdd
https://trrracer.netlify.app/?path=undefined&view=overview&granularity=thread&id=bc18a5af-8132-4d26-8a70-6622319f99a2
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=f991e941-1c53-4174-a47c-104ddd55fbdd
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=d29c1607-6c57-41f1-8009-7503a0a8416c
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personas involved — the researcher and the reader [ ]. We have two distinct interfaces to

account for the two distinct personas: tRRRaceR Recorder for the researcher conducting

the work and tRRRaceR Reader for the reader of the work [ ]. Additional considerations

that informed our design were protecting our privacy and the privacy of our collaborators [

, ], making access to traces from directly within a research report seamless and easy [ ],

and embedding a PDF paper viewer directly into the artifact and thread collection [ ].

4.6.1 Record an Abundant Collection of Artifacts

One critical functionality of tRRRaceR Recorder is to facilitate recording a diverse collec-

tion of artifacts with minimal overhead, thus creating a persisting trace of the ephemeral

design process, as emphasized in Section 4.4. Artifacts — notes, screenshots, recordings —

are recorded through creating a record of a design activity — meetings, workshops, design

sessions. A researcher can record activities in the overview interface (Figure 4.3), and in-

clude one or more artifacts that document an activity (Figure 4.3E). To support traceability,

artifacts can be annotated with further context. When a researcher adds an artifact, they are

required to provide an ‘artifact type’, such as transcript, sketchbook page, or memo. Artifact

types provide semantic meaning, are an additional source of context, and can be used to

filter the artifact collection. tRRRaceR Recorder supports a diverse range of artifact types in

order to encourage an abundant and rich collection of evidence.

4.6.2 Reflect and Create Research Threads

tRRRaceR Recorder has an overview visualization to facilitate reflection and exploration

over the process (Figure 4.3A) [ ]. The activities are encoded as light gray bubbles with

their artifacts encoded as dark gray bubbles nested within the activity bubbles (Figure

4.3A). This overview visualization includes an interface to highlight activities based on tags,

artifact types, or a queried term. It serves as an entry point to facilitate reflection over the

artifacts in tRRRaceR Recorder, as well as exploration in the tRRRaceR Reader. We went

through a highly iterative process to develop the final interface design (Figure 4.4) [ , ].

The final design was influenced heavily by our development of the research thread concept

[ , ]. Before the notion of research threads was fully developed, we explored

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=a751f24b-3994-4b77-84c1-fa0ac0d51021
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=e59bffe8-2807-42b4-a65c-750b8318bc6b
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=523624cf-2fbd-4c00-ac69-c36b8a0f49bb
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=523624cf-2fbd-4c00-ac69-c36b8a0f49bb
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=a751f24b-3994-4b77-84c1-fa0ac0d51021
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=dd567790-7b28-47c2-ad33-d0ea6b88d4b8
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=9309dc93-c795-4be6-b2b7-98bad5230350
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=39c4267d-c0a3-4872-a8e1-39c08f937529
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=39c4267d-c0a3-4872-a8e1-39c08f937529
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=22fc1832-852c-43ac-9f2a-7cc057fdcd97
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=702013cf-b3d2-4087-9232-27d7a1a73557
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=b973c840-f26c-4a21-99b3-b93e411d659c
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Figure 4.3: Overview of the tRRRaceR Recorder interface. (A) In the main visualization,
activities are represented as light gray circles and the artifacts associated with these are
nested in these circles as little bubbles. Major activities with many bubbles stand out. The
activities are laid out by time, so that trends, showing busy and slow periods in the project,
emerge. This example shows only activities tagged with the concept tag highlighted (B)
Researchers can add activities to a project. Activities can be marked as private so it is hidden
from the public in tRRRaceR Reader. (C) Tags are added to activities to provide synthesis of
content within activities or as breadcrumbs for the researcher to revisit interesting points
later in the research process. (D) Further description can be added for the activity to
summarize high-level topics from the activity. This facilitates browsing and revisiting
activities and artifacts later in the process. (E) Artifacts can be added to an activity and
context can be provided for the artifact. (F) In the left tool bar, activities can be filtered by
artifact type of tag. This example shows the concept tag selected. (G) The search bar allows
the researcher or reader to filter the activity overview by a term. When a term is searched,
the activities that contain that term are highlighted in the overview visualization and the
activities are filtered in the right sidebar.
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Figure 4.4: Examples of different designs we iterated on when designing the overview
visualization and the thread encoding.

visualizations highlighting the keywords extracted from artifacts utilizing NLP methods

[ ], concept centric views[ ], and tag centric views [ , ]. Efforts shifted to sketches to

visualize potential entry points in the collection of artifacts before we decided on a simpler

and more modular visual encoding of activities and artifacts.

tRRRaceR Recorder also facilitates reflection and (re-)discovery through tagging, note-

taking, and viewing/constructing research threads. Tags can be used as light-weight

bookmarks for activities or artifacts that both synthesize concepts emergent from the

activities and to mark points of interest to return to (Figure 4.3C). Tags can also be used as

breadcrumbs for later reflection [ ] and to seed research threads.

https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=10cKt9auNPiDAYAOxzMFu62R7i1HQHaHp
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=912d12f0-8702-4c92-a497-80d96a548558
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=16hcN4d-g0w_vZ6lllPPw5u1AcdYwEWiz
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=119fnlvhPxeiK-cThrqw6k3z4y7zM21xx
https://trrracer.netlify.app/?path=jen&view=detail&granularity=artifact&id=1ZmvkGpBhwSM1et529k_izXwMAlsxTQUsCtb4N7_d0yw
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Research threads are curated and annotated artifact collections that trace the emergence

and evolution of a research idea [ ]. Once a research thread is created, evidence from the

process is assembled to capture the evolution of the thread’s idea (Figure 4.5). Research

threads are designed to be created at the point when a research topic emerges as essential to

the study, which is, in our experience, also when a concept is named. However, the ideas

making up the research thread have likely emerged before; hence, a researcher now can go

back and reflect on which activities to add to the thread. We visually distinguish these early

entries (Figure 4.5D) from entries that are added after the thread was created (Figure 4.5E).

When something is added to a thread, the researcher is required to annotate rationale

for its inclusion (Figure 4.5A), which creates a more explicit record of why the threaded

pieces of evidence are significant, supporting transparency and traceability for both others

and for the researcher’s future self. Threads can be created, edited, and merged with

Figure 4.5: View of the overview visualization with the ‘Research Thread Concept’ thread
selected. Activities, artifacts, and artifact fragments can be threaded. (A) To thread a piece
of evidence, the researcher must provide rationale for why it contributes to a given thread.
(B) Threads can be created and edited in the left sidebar. (C) The researcher can copy an
automatically generated thread citation to use in a paper. (D-E) Threaded activities are
shown in as connected in the overview bubble visualization. (D) The dotted lines linking
activity bubbles represent activities threaded retroactively. (E) Solid lines linking activity
bubbles represent activities added after the thread was created.

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=39d91411-bbc2-4dec-8d2f-2883bb2c0ae2
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other threads (Figure 4.5B) [ ]. Merging allows synthesizing research threads into larger,

higher-level concepts. For example, in the use case discussed earlier, Margaret merges the

thread convergence into a larger thread called Patterns of Evolution.

4.6.3 Report with Traceability

Researchers can create deep links [ ] to threads, activities, and artifacts to make research

insight legible by others, such as within a paper (Section 4.4). This is done by copying

a unique citation, generated within the tRRRaceR interface, for the respective piece of

evidence the researcher wants to add to the research report (Figure 4.5C). A PDF of the

report can be added to tRRRaceR, which is displayed in the paper view central to tRRRaceR

Reader. A visualization of annotations per page is shown on the side of the PDF viewer to

assist the reader navigating the deep links (Figure 4.6B).

Figure 4.6: tRRRaceR implements the concepts of traceability to make research threads
discoverable. (A) The panel on the left shows relevant activities and artifacts for a selected
citation. This example shows activities and artifacts for a research thread called “Patterns of
Evolution”. (B) An overview visualization shows activities and nested artifacts, laid out by
time, and a selected research thread in blue. (C) A paper view shows deep links between a
report and elements recorded with tRRRaceR through icons at the edge of the paper, and
(D) highlighted directly in the paper.

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=b973c840-f26c-4a21-99b3-b93e411d659c
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=ba27001f-5d28-44eb-b507-bd7b0ff0be7a
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4.6.4 Read and Retrace

tRRRaceR Reader [ ] is a read-only application designed to retrace the research process

and emergent claims from another researcher’s process, supported and annotated through

research threads, deep links, tags, activities, and artifacts, or the overview visualization in

tRRRaceR. The goals for tRRRaceR Reader are two-fold: to allow the reader to understand

what happened, and when, in the research process; and to allow the reader to trace salient

research ideas using research threads as points of reference. In tRRRaceR Reader, activities

marked as private are hidden, and people’s names are replaced with initials. The paper

viewer, shown in Figure 4.6, allows the reader to explore activities, artifacts, and threads

cited within the research paper. If a reader clicks a tRRRaceR citation from the paper, they

are taken to the tRRRaceR website showing the paper view by default. The paper view

shows a preview of deep links for each page of the paper (Figure 4.6C). Alternatively,

a reader can explore the process freely in the main view, getting an overview of what

happened and when. The left sidebar provides navigation for selecting specific research

threads; when selected, a thread is shown explicitly in the overview visualization.

4.7 Development of tRRRaceR Tool
One of the authors of this work, informed by previous work in transparency [13], imple-

mented an initial desktop application to record his process that addressed the limitations

and overhead of recording design-oriented work. Reaching out to [Institution 2] [ ], the

authors began a collaboration to expand the tool functionality to additionally account for

reflecting, reporting, and reading of design-oriented work with the intention of making the

process, and the emergent ideas from the process, traceable. This included the distinction

and development of the two interface versions: tRRRaceR Recorder and tRRRaceR Reader.

tRRRaceR Recorder and Reader interfaces were designed and developed in an iterative,

user-centered process over the course of a year and a half. This design and development

was informed by four qualitative research projects.

The first research project is a retrospective look at the data from a design study from

published work [13], which also extensively documented the design process through the

https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=e59bffe8-2807-42b4-a65c-750b8318bc6b
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=8cd5d1c2-734f-438d-8ad3-2f05a96ee8e3
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collection of artifacts. Further description on insights emergent from using this project in

tRRRaceR is found in the case studies.

The second research project was an attempt to, in the words of the software development

community, “eat our own dog food” [ , ]. We adopted the tool as a meta study for the

tRRRaceR project itself, led by an author, [Researcher B], which not only helped inform

the functionality, but also provided an opportunity to use the tRRRaceR tool for retracing

claims made in this chapter.

The third research project is an interview study exploring the dynamics of collaborative

visualization research from an ethical dimension, conducted by another author [Researcher

A]. tRRRaceR was used throughout the research process to record artifacts and trace the

emergent themes along the way.

The fourth research project is a visualization design study with quantitative social

scientists, led by [Researcher A]. This project is ongoing and is currently unpublished.

By using tRRRaceR for three simultaneously ongoing projects and one retrospective one,

we were able to identify commonalities between the different processes and avoid over-

specialization toward the needs of a single project. The latter three studies were conducted

and recorded while the tool was being developed, directly informing the functionality for

capturing such a process as it unfolded. The retrospective nature of the first study ensured

that we had a complete dataset available as we refined tRRRaceR, including a published

paper, and allowed us to show what we can illustrate with tRRRaceR that could not have

been shown in the previous work. Readers can explore three of the four projects on the web

app https://trrracer.netlify.app/; however, the fourth study has not yet been published

and its trace remains private.

The authors met on a weekly basis to discuss the tool and direction of development.

In addition, [Researcher A] and [Researcher B] conducted regular meetings throughout the

development process to sync on the functionality of the tool and prioritize the next steps

in development [ , , , , , , ]. These meetings involved identifying things that

were working or broken with the tool, and enabled the prioritization of functionality

needed for the continuously ongoing process of recording and reflecting. [Researcher A]

took screen recordings of her use of the tool so that [Researcher B] could observe the state

https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=81d7a51a-8da7-4c05-954f-c54e2fc30742
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=104JzJfJWSZO0VZI6I1i6puaIWJykxlUg
https://trrracer.netlify.app/
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=9e87b17b-b55a-4843-99a7-3f96a5fea9f4
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=ae722f58-3e26-4d8e-881e-77a3a86a0953
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=d7ac5060-2e37-4966-8411-45b660bc843d
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=a158e0bb-ff85-42e4-add2-94de1087db92
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=a7aedf52-4078-40a1-a0d1-7ffb4e6da5c9
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=c65c0f5f-ad0f-41aa-bfed-9ac9a6af96fb
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=b0eac54b-93dd-439c-91c1-439e4b66bf26


69

of the functionality and understand how someone else would navigate the interface. This

highlighted functionality that was not clear or intuitive [ , , ].

After tRRRaceR Reader was built and deployed, we tested the interface and functionality

of the web version with other visualization researchers who were not a part of the tRRRaceR

development team. Testing involved a round table critique of the functionality and high

level ideas [ ], as well as testing of the user interface on personal computers [ , ].

The final and most important test is with you, the reader. As you read this work,

we encourage you to navigate through the links to tRRRaceR in this chapter, explore the

research threads of ideas that evolved through this process, and be the ultimate judge as to

whether or not you trust this process.

4.8 Implementation
tRRRaceR Recorder, the researcher-facing version of tRRRaceR, is a desktop application,

built with Electron and React, whereas tRRRaceR Reader is a web application. In order to

provide a consistent interface in the tRRRaceR Recorder and Reader applications and avoid

unnecessary re-implementation, we decided to create the desktop application as an Electron

wrapper around a web application, making it easy to create a cross-platform application

that can be used by researchers using Windows, macOS, or Linux. Both versions are open

source and available at https://github.com/visdesignlab/trrracer.

We provide integration with Google Drive and Google Docs, but using these services

is not required: a user can create a trace as a directory of files on their computer, and then

publish this using their own web server. Google Drive can be used for the storage of artifacts

and JSON files to allow an instant update of data to the reader side when the researchers

update a project, intended to decrease overhead for updating the information to the web

version as well as any transfer of projects, information, or data on the desktop version.

Google Docs are also used as the preferred medium for creating memos, with the ability to

create Google Docs within an activity in the interface. Although the memoing functionality

is designed for Google Docs, the researcher can also provide description directly within the

activity as well as add other files to their memos. The researcher is required to log in to a

Google account to move a Google specific file or create a Google Doc, but the reader version

https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=88b5f8f9-f8a9-4134-8b9f-24eba80aa98b
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=a158e0bb-ff85-42e4-add2-94de1087db92
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=4a7c6b6f-e923-4480-893b-2c07de50c431
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=847ed860-e9ac-4a4c-bf9e-749a312d7d07
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=c5165ac0-f7e6-45a4-8dbb-e429dd21d405
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=69918f38-b571-48d0-af29-757a783f6bcd
https://github.com/visdesignlab/trrracer


70

requires no login to view the files. To decrease requests to the Google Drive API once the

project is added to the web version of the tool, the textual data from the Google Doc files is

added to a JSON file, organized by Google Drive IDs. A revision date is included in the

JSON file. When researchers makes a change to a Google Doc, the data is automatically

updated.

4.9 Case Studies
We provide three case studies that illustrate insights gained from our experimentation

with traceability through tRRRaceR. In the first one, we take a retrospective look at themes

emergent from previous work on transparency by Rogers et al. [13] to show what we can

illustrate with tRRRaceR that could not have been shown in the previous work. The second

is from [Researcher A]’s experience using the tool for one of the two projects she traced, a

qualitative interview study. In the third study, we report on how we used tRRRaceR to track

the development of the tracing concepts and the tRRRaceR tool itself.

4.9.1 A Retrospective Trace of Evidence of Immersion
in an EvoBio Design Study

Previous work by Rogers et al. [13] laid out methodological recommendations for

an interpretivist design study. One of these recommendations states that “a checklist of

methods is not sufficient for arguing that a study is rigorous... Evidence of the criteria within

a study is the proof” [13]. They illustrate this claim with an example from a collaboration

with evolutionary biologists, where the authors saw a shift in the mode of communication

with collaborators and increased use of domain-specific terminology in that collaboration.

In the context of criteria to establish rigor [8], these observations were an indication of

having satisfied the informed criterion in the design study [8]. The authors of this work

provide individual links to artifacts that contained these pieces of evidence 2. However,

these artifacts are not illustrative of these claims standing on their own. The evidence of

satisfying the informed criterion, through immersion in the domain space, is in the evolution

of the author’s understanding of the domain space.

2https://vdl.sci.utah.edu/trrrace/?view=timeline&type=doc&id=133

https://vdl.sci.utah.edu/trrrace/?view=timeline&type=doc&id=133
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We seek to illustrate this claim of evidence of informed in a more rigorous manner

through the use of research threads [ ], to make this claim retracable and thus observable.

We highlight the change in understanding of the domain space as well as integration into the

social dynamic of the lab and artifacts that show a progressively increased understanding

of the domain space [ ]. We summarize these artifacts in Figure 4.7.

From the threads, we can identify three aspects of this immersion. On a surface level,

we can see the domain vocabulary grow. In her memos, the researcher highlighted the

terminology she needed to learn within her memos with collaborators [ ]. As the project

progressed, the researcher shifted from writing down terms she was unfamiliar with to

reminders to check the accuracy of her understanding of evolutionary patterns and concepts

she had come across in related work [ ], supporting the observation that as the researcher

Figure 4.7: Abstracted visualization of the evidence of informed criteria research thread, with
key sections of artifacts arranged in a collage to show the content of the thread. (A, B) Early
memos during interview with the collaborator. The terminology the visualization grad
student wants to look up is highlighted. (C) A note by the grad student stating her intention
to better understand the domain space of their collaborators. (D) A sketch made with a
primary collaborator thinking through a ranking of evolutionary patterns. (E) Conversation
between the graduate student and the collaborator where the visualization student found a
discrepancy with the data and the concept of convergence, an evolutionary mechanism of
evolution.

https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=1cb25310-beec-4a92-8b9b-10a225258a8f
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=1cb25310-beec-4a92-8b9b-10a225258a8f
https://trrracer.netlify.app/?path=evobio&view=overview&granularity=activity&id=19b70c97-f8b4-4e7a-bd43-c08c5f1cdc03
https://trrracer.netlify.app/?path=evobio&view=detail%20view&granularity=artifact&id=0479c2f4-91a4-4ad0-983b-2cb81be495b1
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learned more about the domain space and narrowed her focus on patterns of evolution,

she built up a base knowledge of common terminology for the evolutionary biologists to

discuss their research. We can also see further immersion into the social dynamic of the lab

[ ]. This experimentation of threads to support evidence of immersion is a step forward in

demonstrating rigor in design-oriented work.

4.9.2 Tracing Shifts in Focus in an Interview Study

In our second case study, tRRRaceR helped [Researcher A] keep track of an evolving

understanding of ethics within an interview study. The study was initially conceptualized

by senior members of the team who were concerned with the potential ethical implications

of exiting collaborative visualization work without considering lasting impacts on the

collaborator, typically a domain expert [ ]. Thus, the initial focus of the study was on

impact — whether technical artifacts of a study were sustainable for domain experts [

] 3. Initial surveys with questions about this were sent to domain experts and visualization

researchers who engaged in collaborative projects.

With the additional perspective of two graduate students, the focus of the study began

to explore questions about power asymmetry, expanding the object of study to further

disambiguate visualization researchers based on role, specifically, PIs and graduate students

[ ]. Another researcher expanded our research questions by introducing the complexity of

maintenance in tools as research artifacts [ ].

As the research team furthered their understanding of ethics and entanglement of power

and maintenance in collaborations, it became increasingly more difficult to articulate the

goals of the interviews, taking three months to finalize the interview questions. [Researcher

A] iterated on different focuses that the interviews could take [ ]; ultimately, the strongest

thread came from an ethics of care (Figure 4.8) [ ]. The research team’s understanding of

care ethics mirrored a common reading of care: where at the surface level, discussions of

care center maintenance, but a more nuanced understanding of care ethics expands beyond

3The Google docs were stored as URLs so that only members of the study have access. This is to protect
the privacy of the interview participants. Some documents have been copied and anonymized to support
traceability.

https://trrracer.netlify.app/?path=evobio&view=overview&granularity=thread&id=c8873f81-6e3f-4049-96a7-00c9ec18c383
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=activity&id=30f1f61a-d65a-434f-8d58-e3b613846fc4
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=activity&id=1674697c-20b3-49d3-811a-7d90ff8057c1
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=activity&id=1674697c-20b3-49d3-811a-7d90ff8057c1
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=activity&id=8c1c9dc1-9229-4211-898b-f6f10ffdd8bc
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=activity&id=debf0938-414d-40b5-94ff-5d7cda2f9c6f
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=activity&id=8f0e7c0f-a4b0-4bed-a517-3c59e225a282
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=thread&id=b3af9ab2-f6d0-4f12-9076-3972a6d236e7
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Figure 4.8: View of the care thread in tRRRaceR. In the context of the overall study design,
care shows up as a thread about six months into the project, but continues to be a relevant
concept through to the end.

questions of maintenance and grapples with how care is a mode of selective attention. This

is clearly seen in the maintenance thread [ ] pre-dating the care thread [ ].

Although this case study is a qualitative, interview study — not a design-oriented one —

tRRRaceR and the traceability ideas it evokes contributed insights and transparency into

the research. We speculate that the ideas in this chapter would benefit other non-empirical

visualization studies as well.

4.9.3 Tracing the Evolution of Research Threads

Traceability provides a unique opportunity to illustrate how insights come to be, leaving

a persistent mark of an ephemeral design process and capturing the learning and insight

that comes from this process (Section 4.4). We embraced this in the development of the work

in this chapter, making traces of important concepts that provide the theoretical framework

for our experimentation with traceability. In this case study, we present the traces for a

primary insight from the tRRRaceR work — the research thread (Figure 4.5) [ ].

https://trrracer.netlify.app/?path=ethics&view=overview&granularity=thread&id=ba4b34bf-fc92-47ee-8cda-dbc49e4d113d
https://trrracer.netlify.app/?path=ethics&view=overview&granularity=thread&id=b3af9ab2-f6d0-4f12-9076-3972a6d236e7
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=b973c840-f26c-4a21-99b3-b93e411d659c
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Research threads were born out of necessity. Asking ourselves repeatedly what tracing

the evolution of an idea — something ephemeral and nebulous — would entail, we devel-

oped a conceptual scaffolding to facilitate this tracing. This involved discussions on What

are the medium for this tracing? [ ], At what granularity of data do we trace? [ ], and What do we

call this thing? [ ]. The thread of research threads illustrates steady progress toward what

we consider research threads today [ ]. By putting names to the building blocks of tracing –

activities and artifacts, we defined the matter with which to trace. Finding the right term

for this tracing was also crucial for its utility. We initially used the term Concepts [ ], but its

definition was vague and open ended, and its overloaded meaning made [Researcher A] and

[Researcher B] hesitant to start constructing these Concepts. “[C]oncept is being muddled

because we’re using it in different ways” [ ]. [Researcher A] first proposed the term research

threads, stating “this makes me think that these concepts are possible research threads,

...[that is] how I’ve been thinking about them” [ ].

The visual encoding for research threads also went through many versions (Figure 4.4)

[ ]. As our definition of research thread developed, our design of what it would look

like within the interface became clearer. Our early sketches focused on communicating the

change in a concept [ ]. As we shifted our focus to threads constructed from annotated

artifacts, our visual encoding focused more on activities and artifacts [ ] that would hold

consistent with the bubble encoding.

The research thread for research threads is only one of many threads constructed for

this project. Some of these threads made it to the end of the research process; others died a

quiet death along the way. One of these threads that we initially considered important, but

that did not end up being relevant for the final tRRRaceR tool was NLP methods (Figure

4.9) [ ]. Leveraging NLP methods to extract keywords in the data was a dominant effort

in the research process at the start, but died three months into the project due to the effort

versus the expected payoff for the research contribution. Tracing these ideas as threads

through the process encouraged us to reflect on the amount of effort expended on a topic,

situated in the context of the other research threads, to determine whether or not we should

double down on an idea or abandon it. In addition, we also found comfort in the idea that

even if we do not pursue a thread for now, the ideas are well documented and could be

https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=1W-pN7xQJm2G-xJCcnag5fgUG1dquAvyj3gSWNZIwDq0
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=1W-pN7xQJm2G-xJCcnag5fgUG1dquAvyj3gSWNZIwDq0
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=10EJTqgYpf9-bWBIGmDqcdSIDqYwiVfDy
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=b973c840-f26c-4a21-99b3-b93e411d659c
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=4e3ac6b1-0f73-4ceb-8de4-d86f3541e889
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=0d96d200-8b32-411d-91ff-9856a851eb70
https://trrracer.netlify.app/?path=jen&view=detail%20view&granularity=artifact&id=10EJTqgYpf9-bWBIGmDqcdSIDqYwiVfDy
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=702013cf-b3d2-4087-9232-27d7a1a73557
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=03db5e56-5181-4225-a0d7-87d9ebd24005
https://trrracer.netlify.app/?path=jen&view=overview&granularity=activity&id=4463e316-78c2-458e-a521-f467fedb581f
https://trrracer.netlify.app/?path=jen&view=overview&granularity=thread&id=5c1a4d2a-7886-4c67-b0e8-fe005d1a6c95
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Figure 4.9: View of the NLP thread in tRRRaceR. NLP was initially an important topic
in many activities, yet discussion related to NLP methods stopped three months into the
project based on the team’s judgement that the results probably would not justify the
necessary effort. The last artifact recorded in the NLP thread was in December. The thread
for NLP was created in June, while the team was reflecting on dead-ends.

built upon at a later time. In documenting as many emergent ideas as possible, we noticed

that traceability provided a unique opportunity for illustrating dead-ends. We consider that

illustrating dead-ends in the process facilitates transparency and the community’s ability to

build from a given research process.

4.10 Discussion
We consider design as a medium for inquiry and advocate for expanding the scope of

potential contributions from the design-oriented research process. We would be remiss not

to outline some of the points of speculation this project raised on research methods, design

process, and persistence of archival material in the broader community.
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4.10.1 Concerns about Privacy

Research participants, such as interviewees, rightly expect a degree of privacy and

confidentiality. Often, such guarantees are essential for candid feedback and opinions, so

including interview transcripts or survey responses is problematic, even if technical mea-

sures are taken to remove names and other identifying information. For such particularly

sensitive information, it is probably wise to include derived data only as artifacts, but the

issue of privacy also surfaces even among the researchers directly involved in the study.

Candid discussions or memos that express vulnerability may be uncomfortable to include

and may even cause harm to the individuals involved. In tRRRaceR we provide mecha-

nisms to anonymize and protect data from accidental revelation. The main functionality

for redaction is to mark activities as private in the researcher version of the tool, tRRRaceR

Recorder. Activities that are marked as private do not show up in tRRRaceR Reader. We

also automatically mask names in the textual data, replacing them with a description of the

individual’s role. However, any system of masking names may break down, and in many

cases, identities can easily be guessed after publication of a research paper.

There is also an inherent tension between the justified desire for fair, and hence, double-

blind, scientific reviews, and open science. This tension plays out on many levels, such as

with regards to pre-prints, posters, or giving talks about one’s unpublished work. However,

it especially difficult to ensure anonymity when including a large, transparent, and detailed

record of a subjective and reflective process that is made easily discoverable with tRRRaceR.

A solution to this problem will require both technical efforts to improve anonymity in

research material, as well as organizational efforts such as reviewer’s commitment to not

attempt to unmask the identity of the authors.

4.10.2 Publishing Platforms

tRRRaceR aims to reduce the gap between the end-product of a research project — the

paper — and the supplementary material that provides context and demonstrates rigor, by

providing deep links and a dedicated paper view in tRRRaceR reader. However, future

publishing platforms could go further. A platform with tracing capabilities could become

the standard way we read papers. On such a platform, we would not only be able to link
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static artifacts, but could also, for example, include interactive figures [62] that are backed by

the original analysis process [63], or by the code used to generate a figure or a result. Such a

platform would be equally beneficial for quantitative studies where reproducibility is a goal,

as well as for qualitative studies were rigor and retraceability is desired. The tRRRaceR

tool is a prototype, an experimentation in how to implement traceability in design-oriented

work.

To be successful, a tool like tRRRaceR should be integrated into an archival data store

such as osf.io and should be backed by the broader scientific community. Only through an

organization with a long-term plan and adequate funding will it be possible to also ensure

long-term accessibility of research artifacts.

4.10.3 Interactive Tool States as Artifacts

The artifacts we include in tRRRaceR are static documents: figures, transcripts, videos,

or audio recordings. However, when developing interactive visualization tools, it would

be desirable to also include interactive versions of a tool as they were at a point in the

development process, so that re-tracing can also include re-experiencing the interactions or

the problems that appeared in a particular version of a software artifact. With a robust build

and deploy system, it would be possible to maintain all or certain states of the development

process.

4.10.4 Is Striving for Traceability Worth the Time?

The following question emerged and reemerged periodically throughout the process of

developing the concepts behind tracing and the tRRRaceR tool: Is tracing worth the extra

time and effort to extensively record a research process? While tools like tRRRaceR seek to

minimize the burden, this recording, reflecting, reporting, and reading still requires more of

the researchers’ time compared to designing and researching without leaving a record. We

firmly believe that the answer to this question is yes, for two reasons: first, we speculate

that tracing and reflecting improves the quality of the research. A more thoughtful and

considerate process is also likely to lead to more thoughtful results. Second, traceability

is essential for trustworthy qualitative research. The reproducibility crisis in many fields

osf.io
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has eroded trust in science and led to calls for more research accountability. For qualitative

research projects, like design study or interview-based research, traditional methods for

publishing data, methods, and code are not sufficient for making the iterative, reflective,

and messy processes scrutinizable. Instead, we need tools like tRRRaceR that document the

research process and make it accessible to others.

4.11 Conclusion
We begun by asking how we validate research claims from work not meant to be repro-

ducible. This work seeks to address the visualizations community’s gap in understanding

on this by defining what traceable research means for a design-oriented or a qualitative re-

search process. We address the limitations we see in how design-oriented work is currently

reported with tRRRaceR, a tool for recording, reflecting, reporting and reading in design

oriented visualization research. We hope that this work can contribute to the conversation

about validating research that is not meant to be reproducible in our community.
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CHAPTER 5

TRACING AND VISUALIZING HUMAN-ML/AI

COLLABORATIVE PROCESSES THROUGH

ARTIFACTS OF DATA WORK

5.1 Abstract
Automated machine learning (AutoML) technology can lower barriers in data work yet

still requires human intervention to be functional. However, the complex and collaborative

process resulting from humans and machines trading off work makes it difficult to trace

what was done, by whom (or what), and when. In this research, we construct a taxonomy

of data work artifacts that captures AutoML and human processes. We present a rigorous

methodology for its creation and discuss its transferability to the visual design process.

We operationalize the taxonomy through the development of AutoML Trace, a visual

interactive sketch showing both the context and temporality of human-ML/AI collaboration

in data work. Finally, we demonstrate the utility of our approach via a usage scenario

with an enterprise software development team. Collectively, our research process and

findings explore challenges and fruitful avenues for developing data visualization tools

that interrogate the sociotechnical relationships in automated data work.

5.2 Introduction
Data work comprises multiple interrelated phases that leverage statistical and compu-

tational techniques for data preparation, analysis, deployment, and communication [64].

The skills required to conduct data work remain sufficiently complex, making it inaccessi-

ble to many experts with the relevant domain context but lacking the necessary technical

acumen [65]. To address these barriers, data work is increasingly automated by machine

learning technology (AutoML) [35]. While earlier versions of AutoML focused primarily on
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the analysis phase, recent research is pushing the boundaries of AutoML to encompass a

more end-to-end data workflow [42], [65]–[67]. However, in practice, AutoML still requires

considerable human labor to be functional [42], [44], [68]. Moreover, these prior studies

point to friction amongst data teams when AutoML remains a ‘black box’. Thus, even if full

automation were possible, human oversight and intervention is still desired [42], [65], [69],

[70].

There exist techniques and visual analytics systems to make AutoML processes more

transparent and open the ‘black box’ through provenance tracking and auditing (e.g., [71]–

[74]). However, these approaches prioritize machine learning engineers and data scientists

over data workers with less technical expertise and do not account for the diversity of teams

involved in human-ML/AI collaboration [37]–[44]. Developing systems to support trans-

parency for the full spectrum of data workers is essential, albeit challenging [75]. Yang et

al. [36] highlight two human-ML/AI collaboration challenges that motivate our work. The

first is that the human-ML/AI collaboration injects uncertainty into the capabilities and

outputs of an ML/AI system. The authors assert that this uncertainty is difficult to address

with existing design methodologies. Second, they emphasize the importance of a close

collaboration between user-oriented researchers and ML/AI engineers, but identify there

are barriers to this collaboration stemming from a lack of mediation for such an interdisci-

plinary dialogue, such as “shared workflow, boundary objects, or a common language for

scaffolding”.

We encountered these issues in our collaboration with an enterprise software develop-

ment team building a system for automating data work. Our initial goal was to develop

a solution for visually tracing human and AutoML processes across a data workflow fa-

cilitated by their software. However, we quickly encountered a chicken-and-egg problem:

while seeking to develop a visualization tool for end-users, we simultaneously needed

a visualization tool as a mediator to ideate with our collaborators. Although the visual

design process is inherently iterative [76], a lack of specific scaffolds or common language

for collaboration impeded our progress – echoing issues raised by Yang et al. [77].

Grounding our research in the construct of traceability, we present our approach for

navigating these challenges through the development of an AutoML artifact taxonomy
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and the AutoML Trace visualization tool. Research in human-human collaboration and

knowledge sharing has highlighted the importance of artifacts for capturing [78], [79]

and tracing [80]–[82] complex collaborative processes. We take inspiration from this prior

research to examine artifacts from the perspective of human-ML/AI collaboration and across

the continuum of automation in data work. Our taxonomy is drawn from an examination

of both existing and theoretical AutoML and human-ML/AI interactive systems. It defines

the broad scope of both human and AutoML-derived artifacts. The precise meaning of an

artifact is dependent on its context. In our research, artifacts represent tangible and abstract

items generated by either humans (i.e., goals, tasks, documentation, datasets, source code,

etc.) or AutoML processes (e.g, feature sets, the choice of model, automated insights, etc.)

within data work. We operationalize this taxonomy through AutoML Trace- a high-fidelity

visual interactive sketch that, in the words of Greenberg and Buxton [83], aims to “make

vague ideas concrete, reflect on possible problems and uses, discover alternate new ideas,

and refine current ones.”. AutoML Trace identifies, captures, and contextualizes artifacts

defined by our taxonomy and shows their dependencies and evolution over time. The

taxonomy and interactive sketch visualized the capabilities and evolving outputs of our

collaborators’ AutoML system, as well as AutoML systems more generally, and served as a

scaffold for dialogue. Collectively, our research presents the following three contributions:

1), A definition of traceability that integrates transparency, provenance, and context.

2), An artifact taxonomy that captures both human and machine processes in auto-

mated data work and that defines a set of artifacts and their properties (Section 5.6).

3), Finally, we present AutoML Trace, an interactive and visual sketch [83] that reifies our

taxonomy and explores its utility as a boundary object for co-creating visualization

tools with professional development teams (Section 5.7).

While we focus primarily on the challenges of automating data work, we also reflect on

the use of taxonomies and visual sketches to broadly develop frameworks and systems for

designing human-ML/AI collaboration.
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5.3 Related Work
We review related work concerning taxonomies’ utility in creating a common language

within and between complex systems, existing taxonomies for AutoML and data visualiza-

tion, and existing visualization systems for AutoML that can surface these artifacts.

5.3.1 Taxonomies, Ontologies, and Schemas

Taxonomies provide structure to knowledge and enable comparison and identification

of relationships between items [84]. The Vis, HCI, and ML communities use taxonomies to

inform the development of systems, define requirements, and provide a common language

for communication [85]–[87]. We intended the same utility for our taxonomy. However,

we sought to develop our AutoML artifact taxonomy in a rigorous manner, informed by

the work of Nickerson et al. for taxonomy development to ensure our work is seated

on a solid theoretical foundation [84]. We reviewed existing taxonomies in AutoML and

data visualization to understand their respective conceptual characterization, utility, and

granularity in relation to our taxonomy. We group existing taxonomies and similar works

into three groups: ML processes, human-in-the-loop automation, and visual analysis.

5.3.1.1 Provenance, Tractability, and
Reproducibility in ML Processes

We are not the first to formalize ML and AI processes as a taxonomy. Tatemen et al. [88]

proposed a taxonomy for reproducibility of ML research. Their research identifies low to

high-reproducibility examples based on the artifacts their research process produces. With

a similar aim of reproducibility, Publio et al. [89] proposed ML-Schema, an ontology for

representing and interchanging artifacts of ML processes, which includes code, data, and

experimental documentation. They aimed to automatically produce ML model meta-data

descriptors to improve the interpretability of ML processes. Souza et al. [71] built on the

ML Schema along with PROV-DM to create a specific schema for provenance tracking

of multiple ML workflows. While these taxonomies and schema for provenance in ML

are important, they do not sufficiently account for the ways that human processes and

interventions at various stages, as our research attempts to do. However, in developing
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our taxonomy, we also considered how existing taxonomies connect to ours to add more

granular details to a specific data science process.

5.3.1.2 Human-in-the-Loop and Hybrid Automation

More recent work by von Rueden et al. [90] and Dellermann et al. [91] generated tax-

onomies that begin to explicitly account for a variety of human-generated artifacts in ML

processes. Dellerman et al. [91] focus on human intervention in AutoML technology; their

work most closely approximates ours in spirit and uses the same methods that we do to

develop a taxonomy. However, these taxonomies primarily focused on the model optimiza-

tion phase, whereas ours considered an end-to-end data science process, from preparation

to communication. From the Human-Computer Interaction (HCI) and Computer Sup-

ported Cooperative Work (CSCW) communities, taxonomies from both Karamaker et al. [65]

and Wang et al. [69] propose ways for marrying different levels of automation, across an

end-to-end data science process, with human collaboration. Karamaker et al. [65] propose

six automation levels depending on the tasks that are successfully automated. Their ap-

pendix provides a detailed view of different ML approaches, the scope of automation, and

the role of human interventions. Wang et al. [69] suggest similar levels human-directed

and system-directed automation, which they describe within a larger human-in-the-loop

AutoML framework.

5.3.1.3 Visualization of ML Provenance, Traceability, and Models

As our approach explores how artifacts can be surfaced via data visualization, we

consider prior research in the visualization community. Sacha et al. [92] formulate an

ontology for visualization assisted ML, which fits into the paradigm of human-in-the-loop

ML/AI. It represents artifacts as input and output entities that constitute data, models, or

knowledge; however, they do not provide more granular information on the properties

of these entities. Spinner et al. [93] present a framework for explainability in visual and

interactive ML whose processes align with those of automated data science processes driven

by AutoML technology. They also primarily view artifacts as input/output entities but do

not further define what those entities are.
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5.3.1.4 Bridging the Gap

These different taxonomies, ontologies, and frameworks share a common goal of defin-

ing a set of entities and actions across automated data science work. However, they lack a

consistent description of entities generated or shared across data work. We propose artifacts

to be this entity. By developing our taxonomy, we argue that our research can help bridge

these prior works.

5.3.2 AutoML Visualization Systems

Many visualization tools for AutoML have emerged in recent years. ATMSeer [74]

performs an automated search for machine learning models and visualizes the summary

statistics from the search space for end-users. They visualize this search space using an

automatically generated dashboard of linked views. ModelLineUpper [94] also used multi-

linked views, although of different visual encodings, to compare ML models generated by

AutoML processes. AutoVizAI [95] similarly explored the narrow scope of model config-

urations but uses conditional parallel coordinate plots to visualize the model generation

across possible configurations. Lastly, Visus [96] targeted how domain experts specifically

can tackle model building using AutoML.

Other systems take a broad view of the AutoML processes beyond the modeling phase.

PipelineProfiler [73] integrated with Jupyter notebooks and provides an overview of the

results using a matrix juxtaposed with aligned views to indicate the different components

and outputs of the AutoML pipeline in each step. AutoDS [97] used a network diagram

to show possible ways to configure an end-to-end AutoML pipeline. AutoDS exists as

a stand-alone tool or embedded with a Jupyter notebook. The Boba [98] system and its

underlying DSL used a similar visual design to AutoDS for visualizing the stages and

results of different data science processes. The design inspiration for Boba built upon earlier

user studies conducted by Liu [99] that visualized the analysis patterns of data workers

via a network diagram. Swatai et al. similarly found that network diagrams effectively

capture varied user paths through interactive analytic flows [100]. Xin et al. [101] leveraged

this graph structure to develop techniques for inserting humans into automated machine

learning processes. Research is also oriented toward capturing user interactions with visual
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analytics systems; Knowledge Pearls [102] and Trrack [103] are two examples that also use

an underlying graph to manage and visualize analysis paths.

Through our taxonomy, we aim to broaden what artifacts are visualized with additional

context about the artifact’s origin, dependencies, and history. We draw inspiration from

the visual encoding choices of these prior systems in the implementation of AutoML

Trace (Section 5.7).

5.4 Traceability for Human-Machine Collaboration
Tracing the collaborative relationship between humans and ML/AI processes is essential

for ensuring the entire process of data work is transparent and scrutinizable, not just the

end product (i.e., the model or result) [104]. The traceability of artifacts has been explored

in software and design engineering contexts [45], [105], the social sciences [78], [79], and

knowledge management communities [80]–[82] for some time and has more recently been

explored for machine learning [72], [106], [107]. However, the definitions of traceability

vary widely. Here,we define traceability for ML/AI as encompassing provenance, trans-

parency, and context. Provenance is the process of recording individual artifacts and their

origins; what generated the artifact and other artifacts dependent upon it. Transparency

concerns the ability to understand how the model arrived at its conclusions. Finally, context

indicates where the artifact exists with the analysis. Here, we propose tracing artifacts

within data work, from preparation to communication phases, resulting from human-

ML/AI collaboration across these phases over time. We consider an artifact to be traceable

if there is a clear definition of what it is, how and when it was generated, and a lineage

exists of how it has changed.

5.5 Motivation and Methodology for an
AutoML Artifact Taxonomy

Taxonomies are a widely used system of knowledge organization that hierarchically

groups concepts into logical associations based on shared qualities [84], [108]. They provide

a common language to speculate and build upon concepts that facilitate communication

within a team of diverse experts [109]. Prior data visualization research has used taxonomies



89

of tasks (e.g., [110]–[112]), data (e.g.,[113]), and visual techniques to motivate tool devel-

opment. Taxonomies for AutoML and human-ML/AI collaboration have similarly been

developed (see Section 5.3), but their influence on tool development is tenuous. Across

these different taxonomy development attempts, no consistent mechanism has emerged.

As a result, the robustness of taxonomies in the literature can vary considerably in their

quality and scope. In creating our taxonomy, we integrate and reconcile existing taxonomies,

frameworks, and ontologies as well as outputs of existing and theoretical systems to arrive at a

comprehensive set of artifacts that serves to inform our design process. We have adopted

a robust methodology from the information systems research that evaluates conciseness,

robustness, comprehensiveness, extensiveness, and explainability [84], [108]. As part of our

taxonomy contribution, we describe our development approach, summarized in Figure 5.1,

to motivate the importance of robustness in taxonomy creation.

5.5.1 Methodology Overview

Nickerson et al. [84] and Prat et al. [108] define a multi-phased and integrated approach

to defining and evaluating a taxonomy. Their approach is rooted in their definition of

taxonomy as a set of objects classified according to taxonomic descriptors, which are a

hierarchical set of dimensions, categories, and characteristics. Objects can refer to a variety

of things, for example, living creatures, types of products sold in a store, or artifacts (as is

the case here).

They define three phases of taxonomy creation: predevelopment, development, and

evaluation. The predevelopment stage defines a meta-characteristic for the taxonomy ob-

jects and set of ending conditions for concluding taxonomy development. The subsequent

Determine  
Meta-characteristic

Determine  
Ending Conditions

Determine  
Approach

Classify  
characteristics

Group  
characteristics into 

categories, dimensions

Review  
Ending Conditions

Conceptualize  
characteristics, 

categories, dimensions

Identify  
Objects

Revise  
Taxonomy

Classify  
Objects

Identify  
Objects

Empirical-to-Conceptual Approach

Conceptual-to-Empirical Approach

END

Ending conditions 
are not satisfied

DevelopmentPre-development Evaluation

Figure 5.1: Overview of our taxonomy development methodology.
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development stage takes either an empirical-to-conceptual or conceptual-to-empirical ap-

proach to define objects and their properties. Finally, the taxonomy is assessed through

a combination of objective and subjective criteria in the evaluation stage. If the current

iteration meets the end conditions, then taxonomy development concludes. Otherwise, the

existing taxonomy is revised through a subsequent iteration of the development stage. The

predevelopment stage occurs only once at the onset of the taxonomy development, whereas

the development and evaluative stages recur together until the ending conditions are met.

Reflecting on their methodology, Nickerson et al. [84] emphasizes that a taxonomy is a

‘design search process’ with an intractable solution. However, they argue, and we agree,

that their methodology improves the resulting taxonomy’s transparency, robustness, and

extensibility. Here, we detail the choices we made through these taxonomy development

stages. Artifacts of our research processes, which include notes, documents, and materials,

generated across the eight iterations of taxonomy development are available online 1.

5.5.2 Predevelopment Stage

5.5.2.1 Defining a Meta-Characteristic

The taxonomy development process is initiated by delineating a concrete definition

of a meta-characteristic that describes the objects under study. In our research, we define

an object in the taxonomy to be an AutoML artifact that is: generated and exchanged

by a human or AutoML driven task, and that occurs across an end-to-end data science

workflow that encapsulates processes for data preparation, analysis, model deployment,

and communication

5.5.2.2 Defining Ending Conditions

We defined an a priori set of object and subjective ending criteria to evaluate our tax-

onomy upon each development stage. If these criteria are met in the evaluation stage, we

conclude our taxonomy development. The taxonomy’s structural stability across iterations

is also part of the objective ending criteria. To meet this ending condition, our taxonomy

should conform to the following criteria:

1https://osf.io/3nmyj/?view_only=19962103d58b45d289b5c83421f48b36. This is an OSF view-only link for
the review process, meaning it does not collect any data that could identify reviewers

https://osf.io/3nmyj/?view_only=19962103d58b45d289b5c83421f48b36
https://osf.io/3nmyj/?view_only=19962103d58b45d289b5c83421f48b36


91

1), No new dimensions, characteristics, or objects (artifacts) are added or modified from

the previous iteration.

2), No new dimensions, characteristics, or objects (artifact) were merged and split.

3), At least one object (artifact) is classified under every characteristic of each dimension.

The subjective ending conditions are defined by Nickerson et al. [84] as the minimum

criteria for the utility of a taxonomy. These subjective conditions include conciseness,

robustness, comprehensiveness, extensibility, and explanation. These subjective criteria

serve as a function to reflect on the taxonomy’s internal validity.

5.5.3 Development Stage

The development stage begins with either an empirical-to-conceptual or conceptual-to-

empirical approach (Figure 5.1). In the former, objects are identified from an available data

source, classified via quantitative (i.e., statistical clustering) or qualitative (i.e., thematic

analysis) methodology, and grouped according to an emergent set of properties (character-

istics, categories, dimensions). In the latter approach, a set of properties are conceptualized

and used to identify data sources and objects that are then subsequently classified. The

approach taken can be different at the start of each development stage. We used primarily

an empirical-to-conceptual identify objects for analysis.

5.5.3.1 Literature Sources

We define human and machine-generated artifacts in automated data work from the

research literature spanning machine learning, Human-Computer Interaction, Computer

Supported Collaborative Work, Information Visualization, and Visual Analytics. We sam-

pled the research literature using two approaches. First, we gathered an initial set of 13

convenience sample papers, familiarized ourselves with the methodology, and created an

initial taxonomy. The convenience sample was papers already known to the authors and

from quick searches for “artifacts AutoML”, “taxonomy AutoML”, “capturing AutoML”

and “visualizing AutoML” and subjectively selecting papers to discuss. Next, we identified

a systematic set of published research and pre-prints on “AutoML”. The search was current

to June 14th, 2021, and retrieved 153 articles from venues such as KDD, AAAI, NeurIPs,
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CHI, and others. Most publications were retrieved from arXiv (100 of 153; 65%) and dated

within the past two years. A complete list of all sources used in our analysis and documen-

tation on how they were used is found in online materials. We conducted an initial scan of

all 153 papers. Based on this scan, we then developed inclusion and exclusion criteria. We

excluded papers that were too narrow in scope because they focused on a highlight-specific

technique.

5.5.3.2 Object Classification

We identified and extracted approximately 400 items from literature sources that could

represent human or machine-generated artifacts. First, we coarsely classified these items

into phases of a data workflow (preparation, analysis, deployment, and communica-

tion) [64]. Within these phases, we further classified items into artifact groups. Finally,

we used this grouping to ideate a set of artifact properties. We use open and axial coding

techniques to derive the set of characteristics, categories, and dimensions that describe

the artifact’s properties. This coding exercise used descriptions and definitions from the

object’s literature source text. We combined separate items as definitions for artifacts and

their properties became more apparent with each coding iteration (i.e., T-SNE and PCA

were combined into mapping transformations artifacts because they both map data from

higher to lower dimensions). We distilled the initial set of 400 items into a set of 52 artifacts.

5.5.4 Evaluation Stage

After each development stage, we assessed whether we met our ending criteria. Per

our definitions from [84] and [108], the taxonomy is concise, robust and comprehensive if, at

the conclusion of a development stage, objects can be comprehensively classified with a

sufficient and not excessive, set of dimensions, categories, and characteristics. It is extensible

if new dimensions, categories, and characteristics can be easily added throughout iterations.

Finally, it is explanatory if it can be used to describe the nature of objects.

Our taxonomy development required eight iterations before it met the ending conditions.

Both authors read the literature sources, extracted artifacts that met the definition of the meta

characteristic, classified those items, and finally grouped them according to an evolving set
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of artifact properties. The authors met and discussed their classifications daily for a month.

While we arrived at a consensus, we did not exhaustively attempt to resolve all conflicts,

ambiguities, or divergent interpretations.

5.6 AutoML Artifact Taxonomy
Our taxonomy comprises 52 artifacts clustered within 11 groups by their properties. We

defined the properties of these artifacts according to a set of 4 dimensions, 17 categories, and

41 characteristics. Importantly, no single AutoML system contains all of these artifacts [65].

Instead, we rely on an amalgamation of design decisions made by individual AutoML

toolkits, systems, and theoretical research papers. We argue that by looking broadly at

existing systems, what they are, and what they aspire to be, our taxonomy can extend to

systems not yet developed. A summary of artifacts, their groupings, and the data science

processes they belong to (in addition to interactive processes) is in Figure 5.2.
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Figure 5.2: Artifacts elicited from AutoML toolkits, libraries, systems, and user studies. We
summarized approximately 400 artifacts from these sources into 11 Artifact Groups and 52
artifacts. The properties of these artifacts are further delineated according to a taxonomy
and a hierarchical set of dimensions, categories, and characteristics. The ‘Alerts’ artifact
contains a call-out example of the artifact properties.
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5.6.1 AutoML Artifacts

5.6.1.1 Artifacts and Processes of Data Science Workflows

As innovations in AutoML systems expand, so does the scope of task automation. As

of this writing, many proposed systems do not exist for practical use [65]. Leveraging a

prior framework, we define an end-to-end data science workflow as comprising prepara-

tion, analysis, deployment, and communication processes. These stages also align with

defined tasks and automation levels for AutoML systems proposed by Karmaker et al. [65].

Likewise, AutoML systems composed of data science primitives [73], [114] are similarly

compartmentalized within these processes. While we imposed these processes on artifact

classification (Section 5.5), we also found that most artifacts typically fit into one process.

For example, the initial dataset is an artifact, typically supplied by a human, in the data

preparation phase – future AutoML systems may be able to find these datasets for data

workers. The artifact would occupy that preparation phase, but its properties would reflect

its machine progenitor. Conversely, a dashboard of the model’s results is an artifact that

exists in a communication process and likewise can be meticulously curated by a human or

be automatically generated [115].

AutoML artifacts are more than inputs and outputs to tasks within these data processes.

Artifacts can also be metadata or other documentation created for or by data science

processes. Prior work has examined metadata in machine learning or software systems and

how they relate to provenance (Section 5.3.1). For example, organizational processes create

human requirements documentation, a human-generated artifact that can directly dictate

data analysis objectives and impact the choice of dataset or model.

5.6.1.2 Groups of Artifacts and Individual Artifacts

We now describe artifact groups and examples of individual artifacts according to their

data science processes. While the processes are presented linearly here, in reality, they can

occur in any order.

Preparation processes have two artifact groups : objectives and data. Data work

begins with some objective that can be expressed in the form of analysis goals, requirement

specifications, or tasks [85], [116], [117]. Goals can also be translated to tasks [65], [110],
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[118] and intents [119], [120] that further define specific analysis objectives. These objectives

are necessary to define the dataset for analysis and any transformations or augmentations

to the initial data and its schema representation [91]. These transformations can result from

data cleaning or wrangling operations [121], data splits [122], or mapping transformations.

We also observed that additional datasets are recruited in the preparation stage to further

benchmark model performance [67], [117] or evaluate its robustness. Augmentations to

the data can include human-supplied semantic annotations [123]. We observed that the

preparation stage is still largely dominated by the activities of a single human or multiple

humans working together. These activities are presently the most time intensive of data

work [42], but also the most consequential [75]. As part of data preparation, we include

exploratory data analysis that produces either automated or human-curated summaries,

including descriptive statistics and visual summaries [124].

Analysis processes are most extensively covered by prior literature and encapsulate

what many consider to be AutoML’s core functionality. We define four groups of artifacts of

analysis: those pertaining to the individual model, an individual AutoML pipeline config-

uration, the search space of all possible pipeline configurations, and finally computation.

The first set of artifacts concerns the model, which includes its task, (i.e. classification,

regression, clustering, or the various more nuanced tasks of neural networks) aspects of

feature encoding [65], [77], [107], [125], generation[69], [126], and selection, as well as model

optimization [127]–[129] (within which we include the architecture of a model like a deep

neural network [126], [130]), and performance assessment [69].

However, the model is only one component [77], [131] or primitive [73], [114] of an

AutoML pipeline. The pipeline itself is determine by a broader search space of possible

alternative configurations [67], [74], [114], [125], [131]–[134]. Tools that visualize AutoML

systems increasingly focus on the the search space and pipeline configurations [73], [74].

These two sources of artifacts compound the selection of the final model as they determine

the scope of what form it may take. These three artifact groups, the model, pipeline,

and search space, share similar artifacts, including initial configurations, performance

assessments, optimization summaries, and a descriptive summary of the fit (or search)

computation.
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More recent AutoML systems place computation more prominently in the analysis stage.

These systems can include source code [69], [107] (including analysis notebooks), as well as

system configurations and environments [107]. Recently, computational budgets [74] have

been used to calibrate model performance against computation time.

We observed that AutoML systems automate as much of the analysis as is reasonable

but include avenues for human intervention. The complexity of AutoML systems makes it

increasingly difficult to trace how it arrived at the choice of a model unless the full spectrum

of artifacts is considered. For example, a system that searches a space of possible AutoML

pipeline configurations depends on both the initial configuration and set of primitives.

Imposing a computational budget will also limit the extent of the search space explored.

Deployment processes apply a final model to a production environment. We identified

two groups of artifacts for deployment : those concerning verification and oversight. Veri-

fication artifacts result from monitoring the performance of a model (both before and after

deployment) [97]. They include the generation of summary statistics, explicit comparisons

to existing benchmarks [67], [122], [126], and the detection of model drift or anomalies [93],

[135], [136]. These artifacts are important to capture changes in the model over time and

frequently feed into the oversight artifacts. These oversight artifacts include documenta-

tion that describes the model’s characteristics, for example, a model card [137], decision

forensic reports [97], provenance artifacts of use [93], as well as documents governing the

use the model [42], [97]. Oversight artifacts provide a key point of knowledge sharing

where humans monitor the model to ensure it is responsibly applied [97]. Moreover, these

artifacts, automatically generated by an analyst, provide important avenues for humans

to intervene in automated work. For example, suppose a deployed model in production

begins to exhibit poor performance on benchmark datasets. In that case, oversight artifacts

can initiate a process where a human returns to the analysis and manually re-initiates the

model fitting processes.

Communication processes artifacts in our taxonomy are primarily documents, both

static (i.e., a report) or interactive (i.e, a dashboard) to report information. While commu-

nication encompasses humans communicating with each other, AutoML systems must

also communicate with humans. Once again, there is an opportunity to learn from human-
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human communication to make human-machine communication more effective. Communi-

cation artifacts include an automated summary of insights or an explanation for the model’s

decision-making. Modeling explanations are automatically produced and are increasingly

important for transparency [69], [93], [138], [139].

Interactive processes are an outlier relative to other processes. We believe they

should be treated separately as they represent distinctly human actions that can not be

automated but seek to influence automated processes. Many artifacts in other phases can be

generated by some combination of human or machine actions. We separate interactive pro-

cesses into the artifacts of the graphical user interface and the user themselves. Elements of

the user interface include bookmarked or saved insights [103], [124], annotations [71], [103],

[123]. Humans can also trigger or modify automated processes [135] across data science

processes. Increasingly, these user actions are captured as behavioral graphs, interaction

logs, or interaction sequences [102], [116], [140], [141], that can be visualized [102], [103], to

influence a machine learning component through semantic interactions [142], [143].

5.6.2 Artifact Properties

The AutoML artifacts described in the previous section were determined by their

properties. We used the initial set of 400 artifacts collected from the literature to derive a set

of properties that allowed us to further group them into a smaller set.

The complete set of artifact properties is shown in Figure 5.3, but to avoid excessive

repetition, a detailed breakdown of artifacts and their characteristics is in Appendix 3.9.

While the initial goal of taxonomization was to describe artifacts, we also found it useful for

properties to be able to compare them. For example, two AutoML pipelines may include a

feature generation phase, which would produce a common artifact of a feature set. However,

feature generation can be done automatically in one pipeline, whereas in the other, it is the

job of a human. In both pipelines, the subsequent hyperparameter tuning may be done

automatically.

We endeavored for our taxonomy to describe a broad design space of AutoML systems:

both implemented and theoretical.
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Figure 5.3: Artifact properties are a set of hierarchical taxonomic descriptors. The top level
of this hierarchy is a dimension, followed by category, and finally characteristics.

At the top level, our taxonomy has four dimensions that answer the following four

questions: “What generated the artifact?” (Source), “Does it cross the boundaries be-

tween human and AutoML processes” (Transmission Mode), “What shape does the artifact

take?” (Artifact Format), and finally, “What is its intended purpose?” (Task).

The Source of an artifact indicates by whom, or what, it was produced. We identified

five sources: humans, an organization of humans, the data, AutoML processes, and the com-

putational system. The first two sources distinguish between humans, acting individually

and collaboratively, and a broad set of organizational practices (i.e., business practices, legal

or regulatory requirements) that can influence these people. Calculations, transformations,

and derivations from the initial dataset produce new artifacts. Finally, AutoML processes

and the computational infrastructure supporting that automation produce complementary

but separate artifacts. For example, the former might produce a running summary of the

model’s loss, whereas the latter records and returns code failures or when computational

budgets have been reached.

The Transmission Mode properties describe whether the artifact has crossed boundaries

between human and AutoML sources and in which direction. We have prioritized artifacts
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that are likely to transmit between humans and machines (h ! m) and vice-versa (m ! h);

we determined directionality from reading the literature sources. Some artifacts do not

cross boundaries in the specific AutoML system are critical to include as they add context

to boundary cross artifacts.

The Artifact format property enables comparison between different AutoML pipelines.

In our taxonomy development, we observed that artifact formats were closely tied to the de-

sign choices of AutoML systems. For example, when displaying this information, AutoML

systems targeted an ML-expert end-user had artifacts limited to single values, texts, or

tensors. Those that target domain experts presented the same data visually or interactively.

We summarize four formats: single values, multiple values, specifications, and reports.

Visualization systems and dashboards discussed in Section 5.3 are considered reports with

either static or interactive characteristics.

The Task describes the affordances of the artifact. We proposed four categories of tasks:

informing, governing, sharing, and steering. Artifacts that inform, describe the prior or

current state of the data science pipeline. These artifacts can include reports, summary

statistics, or a dashboard (among other possibilities). Governing artifacts are specific to

regulating, auditing, and monitoring automated and human-driven work. Sharing artifacts

are intended to be distributed amongst humans, not just between analysis and the AutoML

system. Finally, steering artifacts intervene anywhere in the data science pipeline to make a

change. These artifacts result from human or automated processes acting on, for example,

an alert to a data quality issue.

5.6.3 Further Extension

The taxonomy itself can be further expanded over time, accommodating new artifacts

that emerge as the capabilities of AutoML systems expand or to include highly bespoke

qualities of specific system implementations. As we developed our taxonomy, we constantly

reflected on its extensibility as part of our evaluation criteria. Specifically, as we merged

the many different prior taxonomies specific to AutoML and machine learning [88], [90],

[91], typologies of visual analysis [85], [110], and other classification systems [65], [71], [92],

[138], we scrutinized stability of our taxonomy to incorporate these changes. Moreover, our
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stopping criteria were predicated on the stability of the taxonomies structure. We rely on

future work to continuously reflect on its extensibility, as the current taxonomy incorporates

currently available and relevant prior research.

5.7 AutoML Trace
We operationalize our artifact taxonomy through the creation of AutoML Trace, an

interactive visual sketch [83]. The goals of AutoML Trace are to facilitate a collaborative

dialogue between researchers and developers of an AutoML system. As such, we intend the

sketch to be a lightweight system capable of quickly evolving with the conversation. In the

subsequent Section 5.8, we dive into a specific usage scenario and present our collaboration

with an enterprise software development team as a case study. Here, we describe (1) how

our taxonomy enables us to identify, classify, extract, and visualize human and machine-

derived artifacts (2) the overall design of the AutoML Trace, including the data and tasks it

supports.

5.7.1 Operationalizing Our Taxonomy

Our AutoML artifact taxonomy captures human and machine-derived artifacts in an

end-to-end pipeline of data work, from preparation to communication. Individual artifacts

and their properties allow us to accommodate different degrees of automation, from human-

driven to fully automated, and the hybrid modes in between [37], [42], [65]. In hybrid

automation modes, we capture the directionality of work — from humans-to-machine

processes (h ! m) and vice-versa (m ! h). With the addition of temporal information,

we use our taxonomy to derive both the context and the time of artifacts’ creation. By

continuously capturing artifacts across an automated data work pipeline, we can show the

evolution of data work and human-ML/AI collaborative processes over time.

5.7.1.1 Identifying, Classifying, and Extracting Artifacts

The first step to operationalize our taxonomy is to leverage it for identifying artifacts to

visualize. Some artifacts can be captured programmatically as inputs to AutoML systems

or outputs from different APIs. For example, a human can specify goals or targets through
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an interactive interface. Alternatively, AutoML processes can initialize and traverse a

search space to find optimal sets of model parameters. The user input and the search space

exploration can be captured from system logs. Other artifacts are manually captured. For

example, documents that state a system’s requirements or presentations communicating

the results need to be captured from an existing document management system or other

curation efforts. As these items are captured, either automatically or through curation efforts,

the context of their creation (e.g., preparation, analysis, deployment, or communication

stage) is provided through the taxonomy’s structure and the artifacts’ properties.

Our taxonomy allows us to identify if these artifacts are created and to assign properties

to them via manual annotation. That is, designers and ML/DS engineers can discuss the

various inputs and outputs in the workflow, identify the type of artifact it may be, and

describe them consistently with the taxonomy’s controlled vocabulary. AutoML Trace can

support this process by defining a default template of artifacts and visually indicating what

is captured or absent. Future research can automate this annotation process. However

they are captured, the final result is a collection of artifacts traded between humans and

automated processes in data work.

5.7.1.2 Tracing the Chronology, Dependencies, and Variability of Artifacts

In addition to the creation context, we can collect a timestamp of artifact creation that

enables us to examine the order of their creation and dependencies. For example, feature

generation artifacts serve as inputs to model fitting. We can also examine how artifacts

change over time. For example, say the initial set of features was generated automatically

by an AutoML algorithm. A human examining the artifact decides to update these fea-

tures with their manual selection. Now, two versions of the artifact exist. Through the

artifact’s properties, it is possible to identify that the first version of the artifact was created

automatically, but the subsequent version resulted from human intervention.

5.7.1.3 Describing and Comparing Human-ML/AI Collaborative Analyses

Collaboration between human and ML/AI systems makes it hard to audit and compare

analyses. We propose that by annotating analysis through our artifact taxonomy, we directly
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describe and compare the different analytic choices and deduce some level of automation,

from full automation to none and varying degrees in between [37], [65], [70].

5.7.2 Data and Tasks

We use both the individual artifacts and their collective metadata as an input dataset for

AutoML Trace to visualize. Individual artifacts come in different formats that influence how

they are captured and visualized to the end users; we define these different formats in our

taxonomy as part of the properties of an artifact. The taxonomy and additional information,

such as timestamps and pipeline structure, define the metadata for a collection of artifacts.

To facilitate an engaging, collaborative dialogue around these artifacts, we define a set of

tasks that our interactive visual sketch should support:

• T1 Present a Contextual Overview of Artifacts: The contextual overview ties the

artifact creation with its specific data science phase (see Section 5.4). Whether an

artifact was generated automatically or by a human was important – this consideration

would become a key component of the AutoML Trace design. The dependencies of

artifacts on each other were also an important contextual component.

• T2 Locate an Artifact: Enable end-users to filter out artifacts they are not interested

in and to focus on a specific artifact, or group of artifacts, that are of interest to them.

• T3 Summarize the Details of the Artifact: Artifact details, like its properties and

dependencies, should be progressively revealed to the end-user. Similarly, an artifact’s

taxonomic descriptors should reveal artifacts that share the same properties, not just

those that a selected artifact depends on.

• T4 Compare an Artifact over its History: The end-user should be able to com-

pare the states of an artifact over time and relative to its upstream and downstream

dependencies.

These tasks align with those for information seeking that were defined by Shneider-

man [144] (Overview, Zoom, Filter, Details on Demand, Relate, Histories, and Extracts),

but described using a terminology of more recent task typology defined by Brehmer and

Munzner [110].
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5.7.3 AutoML Trace Interface

AutoML Trace takes a collection of artifacts and their metadata as input for visualization.

It has three complementary views : origin (Figure 5.4A), dependency (Figure 5.4B), and

history views (Figure 5.5). The encoding choices for the artifacts were the same for all

views to maintain a consistent visual language. The artifacts are represented as circles,

color-coded by their origin (human or machine), and aligned by the data science phase

(preparation, analysis, deployment, and communication). These views are inspired by

the graph and network visual approaches from prior AutoML systems and studies (see

Section 5.3), although we did consider alternative designs (see Supplemental Materials

- 3.9). As this is an interactive sketch, we do not exhaustively compare it against other

design alternatives.

5.7.3.1 Origin View: What Artifacts are Human Versus Machine-Generated?

The artifact origin view shows the artifacts collected from the AutoML system analysis

in the context of whether they were generated by a human or automatically (Figure 5.4). We

use an alluvial diagram to show the flow and trade-off between the origins of the artifact

(T1 (Present)). We emphasize human and machine-generated artifacts as a focal point of

this view as a way to showcase the interleaving collaborative processes.

Hovering triggers additional taxonomic details to be revealed on demand via an infor-

mation card (T3). End-users can further hover on the taxonomic descriptors and contextual

A

Dependencies 
between artifacts

Info box for hover functionality

Human: Machine:

Artifact Origin View

B

Generated 
by human

Artifact 
missing sources

Generated 
by machine

Artifact Dependency View Artifact Origin View

Figure 5.4: View breakdown of AutoML Trace. (A) Artifact Dependency View. This view
shows what artifacts are dependent on one another. (B) Artifact Origin View shows what
artifacts are human-generated versus machine-generated. In addition, this shows that the
Initial Model Specification artifact is selected, showing the information panel of the artifact’s
parameters.
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Figure 5.5: Breakdown of artifact history View. This view shows the history of the selected
artifact, differentiated by analysis versions. From the dependency view, the histories of the
selected artifact dependencies are also shown. This example shows the history of selected
artifact “Initial Model Specification”. The tool-tip shows details for the third version of the
“Alerts” artifact, which is a dependency of “Initial Model Specification”.

data such as dependencies and data science stage (T2). Once an artifact is selected, end-users

can also view the raw source file outputs for the artifact.

5.7.3.2 Dependency View: What Artifacts Are Dependent on One Another?

The dependency view show the relationships between artifacts (Figure 5.4). The design

of this view is inspired by the illustration of Data Cascades [75]; indeed, this view is a

direct response to surfacing those cascades through artifacts. Similar to the origin view, the

end-user is presented with an overview (T1), and information is revealed via hover actions

(T3). However, in this view, selecting an artifact highlights its dependencies (T2).

5.7.3.3 Version History View: How Did Changes in One
Artifact Influence Changes in Other Artifacts?

This view is used to drill down into artifact histories and understand how changes in

one artifact could influence changes in dependent artifacts (Figure 5.5). Users can view

the artifact history by selecting a given artifact in either the origin or dependency view.

This view enables end-users to T4 (Compare) and the artifact itself over time as others. In

Figure 5.5, there are four horizontal lines corresponding to the analysis’s four revisions or

iterations. New artifacts or those modified by the update are represented as circles. Those

that did not change are shown as a downward triangle. The dependencies for a selected
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artifact are also drawn. Like the previous two views, hovering reveals additional taxonomic

descriptors of the artifact.

5.8 Usage Scenario
We present a usage scenario with a team of enterprise software developers where we

use our taxonomy and AutoML Trace to explore and analyze their existing AutoML system.

Our collaboration aims to introduce oversight to their existing AutoML system. We describe

how AutoML Trace supported dialogue with the team to reflect on the systems’ capabilities

and ideate around outstanding end-user needs.

5.8.1 Collaboration Context

5.8.1.1 Overview of the Existing System

The team’s AutoML system could automate aspects of data work from preparation to

deployment (Section 5.4), including surfacing automatically surfaced insights for exploring

data, feature generation, and automated model selection. A graphical user interface (GUI)

guided end-users through the analysis and revisions of the results. The end-user could

intervene to modify the analysis, for example, change the model type, via input widgets and

interactions through the GUI. Certain aspects of the system also required explicit human

input before initiating an automated process. For example, the systems would surface

multicollinearity (in a non-technical manner) and require that the end-user confirm which

features to remove from the analysis. The end-users could deploy a model to be used by

others; automated processes would also monitor for concept drift and, if necessary, alert the

end-user to trigger updates.

5.8.1.2 Team Composition and Collaboration Goals

Our collaboration had two primary goals. First, we wanted the team to reflect on their

existing system and better understand what AutoML systems are capable of. Our taxonomy

created an avenue for this reflection by providing a structured vocabulary to describe their

system and compare it to others. The second goal was to examine what the additional

traceability would add to their system. The project team consisted of software engineers,
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designers, user researchers, and a project manager. We also recruited one customer of

their system for additional feedback. The team worked together to implement different

components of AutoML work and the system.

5.8.2 Artifact Identification, Classification, and Extraction

We briefly describe how we analyzed our collaborator’s existing system to develop a

collection of artifacts visualized with AutoML Trace.

5.8.2.1 Generating Artifacts

Within the GUI environment of the AutoML system, we created an end-to-end data

analysis. We began with preparation and concluded with communication. During this

process, we returned to earlier steps and made modifications. For example, we did not ini-

tially apply automatic data-cleaning recommendations but did so in a subsequent iteration.

We also let the system pick features for the model in the first iteration and subsequently

changed them. Carrying out this analysis had three goals: to produce a variety of possible

artifacts, to document dependencies between artifacts, and to observe how artifacts change

in response to user interactions. The result was a set of artifacts derived from the same

analysis that changed over time.

5.8.2.2 Collecting Artifacts

We used APIs developed by the team to collect a set of JSON files for our analysis. We

used the API outputs over other approaches (i.e., usage logs) because these output the

entire artifact, making it easier for us to classify the artifact according to our taxonomy.

We additionally stored the order in which objects were created and could establish the

dependencies of artifacts (Section 5.7.1.2). Like many existing AutoML systems, they did

not explicate any human involvement. We had to manually record when an artifact was

generated or modified by human intervention needed. In the infrequent instances where

they did not capture all aspects of the analysis, but we deemed an artifact was important,

we took a screenshot of the artifact. For example, some of the automatically generated
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insights for data exploration had visualizations that could not be extracted from the APIs,

so we took screenshots instead.

5.8.2.3 Classifying Artifacts

We annotated the files from the API calls or screenshots using our artifact taxonomy.

However, in most instances, a single file contained multiple artifacts. For example, an API

call for information on the initial dataset returned this information along with information

on recommended wrangling transformations. The authors first identified artifacts from these

APIs by manually inspecting them in a simple development environment - demarcating

and marking up instances of artifacts. Next, the authors examined each of the artifacts

individually and classified them according to our taxonomy, modifying their properties as was

pertinent to analysis (i.e., whether it was human or automatically generated). Finally, we

examined and recorded the dependencies among artifacts. The authors repeated these two

steps until they reached a consensus on the artifact type and properties; we also engaged

with our collaborators to verify that our artifacts were accurate.

A final list of artifacts and their taxonomic annotations is available in the Supplemental

Materials (3.9); this list served as a backbone of our AutoML Trace implementation.

5.8.3 Collaboration and Question Elicitation

As a final step, we presented AutoML Trace to our collaborators via chauffeured demon-

strations [145] conducted over video conferencing platforms.

We demonstrated the functionality and affordances of AutoML Trace, and our collabo-

rators were given opportunities to provide feedback. We iterated between discussing the

analysis we conducted using their existing platform and the artifacts we harvested and

visualized via AutoML Trace. This was an important step in our assessment, as it reinforced

to our collaborators that traceability could be added to their existing system, as all artifacts

of a real analysis were captured through their APIs. The team was excited to view not only

their artifacts but also their system’s capabilities in this way.

We specifically wanted to collect the types of questions our prototype would elicit

during these feedback sessions. The engagement was dynamic, with both the authors
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posing and responding to questions about the artifacts, their sources, dependencies, and

changes over time. What our collaborators appreciated most was being able to see their

system laid out according to our taxonomy. This new view of their system led them to

examine aspects of their work from a perspective they had not previously considered. We

summarize our discussion with respect to three common themes: seeing and describing

dependencies, comparing sequences analyses over time, and comparing how their system

differed from others.

5.8.3.1 Seeing and Describing Dependencies

Visualizing the dependencies of individual artifacts and the different types of artifacts

was something they had not been previously able to do. They were especially interested

and excited to see how the human and machine-generated processes interleaved through

the analysis. This combination of the origin and dependency view allows them to infer

potential causal relationships between an artifact’s current state and other actions. As we

have previously indicated, many AutoML systems do not explicate the role of humans,

but with AutoML Trace, the impact and effect of the human’s role are undeniable. The

team members saw the benefit of visualizing the analysis to reflect on the system’s design.

They also saw the benefit of surfacing such relationships to support governing an analytic

pipeline. For example, if authorization is required to deploy a model, they saw AutoML

Trace as a useful way to audit the existing analysis to recommend or decline deployment.

5.8.3.2 Comparing Sequences of Analyses

Our collaborators were also interested in using AutoML Trace to compare analyses

conducted by multiple analysts over time. They wanted to have multiple analysis se-

quences generated by different actors and compare them. This scenario of asynchronous

human collaboration and individual human-machine collaboration is a promising sign

of our taxonomy’s utility for more complex problems. While we can version artifacts,

enabling detailed comparisons, our current design is not well optimized for multi-human

collaboration, which again points to fruitful directions for future work.
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One collaborator was particularly interested in understanding when humans took ma-

chine suggestions and applied them and when they ignored suggestions. A specific artifact

sequence of interest began with the initial dataset, followed by wrangling transformation

recommendations with a machine source. Then the recording of user actions would indicate

whether the end-user applied any wrangling transformation recommendations. Finally, it

concluded with any potential updates to the initial dataset. This is yet another interesting

usage scenario that enables us to understand a system’s level of automation but potentially

defines signatures of automation per user. Moreover, it is also possible to assess whether

some artifacts are modified more often than others. Collectively, these signatures could

be leveraged to identify problematic features (for example, if the machine’s results are

constantly overwritten) or patterns of analysis behavior.

5.8.3.3 Comparing Their System to Others

The taxonomy we developed is an amalgamation of various systems that span human

and machine processes. Our taxonomy provided a standard vocabulary for comparing

these systems and reflecting on what artifacts might be missing relative to another system.

For example, more recent advances in AutoML technology include a computational budget

to enable these automated processes to complete within a reasonable time frame and

budgetary constraints. However, not all AutoML systems have such features. Our taxonomy

prompted a discussion of the design implications for our collaborator’s system. They

were first comforted to see that their existing system had elements that overlapped with

others, but they could also see other interesting aspects that were absent in their current

implementation.

5.8.4 Summary

In this second research phase, we probed the taxonomy’s utility and ecological valid-

ity by collaborating with a team developing a complex AutoML system. The AutoML

Trace sketch demonstrates that a taxonomy is a useful boundary object to engage with

a team of software and ML/AI experts designing human-ML/AI collaborative systems.

It also demonstrates that traceability has valuable applications to both human-machine
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and human-human collaborations. While our approach does not address all of the design

challenges for evolving and adaptive systems [36], it does take preliminary steps toward

doing so.

5.9 Discussion
Human collaboration ML/AI systems will grow more ubiquitous as AutoML technology

becomes increasingly embedded tools for data work. These systems make these tools

available to a broader group of end-users and help data scientists triage their work more

effectively [69]. However, these collaborative processes are also complex and not easy

to trace. While prior research captures aspects of traceability through provenance tools

(i.e., [73], [74], [98]), it fails to differentiate between human and automated processes and

frequently ignore human processes altogether.

By considering traceability, we offer a different perspective on artifacts. We argue that

traceability encourages a broader consideration of an artifact’s lineage, generation, use, and

contextual factors. Moreover, our research acknowledges and elevates the sociotechnical

relationships between humans and ML/AI systems through artifacts.

Beyond provenance, contemporary research is increasingly focused on the importance

of transparency, interpretability, and explainability toward ML/AI systems [93], [139], [146]–

[148]. However, this prior work focuses on the model itself, and misses influential factors

throughout the data cascade [75]. Our research expands the scope, capturing artifacts

across an end-to-end pipeline of data science work through artifacts and taxonomies. We

demonstrate not only that taxonomies can be robustly created but that they can serve as

boundary objects for designing human-ML/AI collaborative systems. Our approach shows

it is possible to have “both transparency of process and product transparency; the former

refers to the transparency of the human processes of research and innovation, the latter to

the transparency of [...] AI systems so developed.” [104].

Lastly, our research acknowledges and describes the difficulties of developing visual

and interactive systems for human-ML/AI collaboration in data work. Design studies and

other application-type research focus primarily on end-users, but complex systems still

require the engagement of ML/AI experts. The collaboration between researchers and
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experts who are not the end-users remains complex and can require visualization tools as

intermediaries to facilitate a dialogue [36]. Absent reliable scaffolds for this dialogue, we

took on the ambitious task of creating them. Developing an AutoML artifact taxonomy

and AutoML Trace created boundary objects that we used to address these challenges. Our

intent in describing our process is to provide possible avenues for other researchers facing

similar challenges.

5.9.1 Implications of Our Findings and Future Work

5.9.1.1 On Design and Evaluation of Human-Centered AutoML Systems

Our artifact taxonomy can be used to reflect upon existing systems and ideate new ones.

One of the limitations of existing guidelines for human-ML/AI interaction is that they target

the initial ideation of the system and are less effective should a system already exist. In our

case study, we observed an artifact taxonomy’s potential to reflect design retrospectively

and prospectively. This potential is important to identify and modify ineffective approaches.

Our taxonomy serves to help researchers and practitioners ideate on new systems; it

helps them speculate what an ML/AI system could do [36]while promoting reflection on

the role of humans. In their work, Karmaker et al. [65] suggest five levels of automation

for AutoML systems that they determined based on a set of tasks the system can perform.

They argue, and we agree, that most AutoML systems today explore only a limited range of

their potential but will expand to encompass and support work essential for data science.

5.9.1.2 On Data Science Collaboration

Different kinds of data workers are engaged across data work [39], [42], [97]. Further

work is needed to understand how different data science personas [64], from ML engineers

to technical analysts, would use this taxonomy. Prior research shows that people trade-off

aspects of data work amongst themselves [64], [149]. Capturing and tracing artifacts can

help a team of data workers understand what work was done and by whom (or what).

Moreover, discussion around artifacts, visualized by tools like AutoML Trace, can help

teams of data workers make sense of and critique the analysis and its results [150]. Finally,

while there exists some research exploring the relationship between data workers and levels
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of automation (i.e., Wang et al. [69]), the complex relationships of human-to-human with

human-to-machine collaboration have not been explored. Our taxonomy may be useful for

extending these prior studies to a more hybrid data workflow.

5.9.1.3 On Data Visualization and Visual Analytics Tools

Our research impacts visualization tools in two ways. The first is expanding the scope

of what they visualize. Our taxonomy proposes a richer view of an AutoML pipeline that

current work (Section 5.3.2) does not yet consider. While our AutoML Trace interactive

sketch proposes one possible visual approach, we believe there are rich opportunities to

explore the space of visual designs.

The second is by expanding paradigms for human-ML/AI interaction. Data visualiza-

tion tools are a medium for human and machine learning systems to work together [93],

[138]. While interactions with these systems can be used to intervene with ML models [142],

[143], [151], future work could extend this potential to other types of primitives and aspects

of AutoML pipelines [73], [114].

5.9.2 Limitations

Different kinds of data workers are engaged across data work [39], [42], [97]. Further

work is needed to understand how different data science personas [64], from ML engineers

to technical analysts, would use this taxonomy to re-purpose the adage about statistical

models, “All taxonomies are wrong, some are useful.” Like the taxonomies that came before

ours, we strove to make our taxonomy useful to HCI, visualization, and machine learning

researchers and practitioners. In service to this goal, we followed a rigorous process for

taxonomy development proposed by Nickerson et al. [84] with extensions from Prat et

al. [108]. We were diligent in documenting our taxonomy development and made artifacts

of our research process available as supplementary materials so others might critique or

extend our work.

More generally, we argue that the research process brings greater attention to the

importance of artifacts resulting from automation and human labor in data science work.
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Another limitation of our work is that our case study excludes the ultimate end-user, the

people conducting the analysis. The rationale for doing so was twofold. First, we needed

some baseline to ground the development of a system like AutoML Trace. Absent this

baseline, we needed to create one, hence, the primary contribution of our taxonomy. The

second rationale was that, for our present contributions, the developer team was the more

appropriate group with whom to conduct a preliminary assessment. In Section 5.8 we

identify several fruitful ways to expand on our work and move toward end-user evalua-

tions, including a broader investigation of the visual design space and an investigation of

asynchronous, multi-human collaborations.
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APPENDIX:

AUTOML ARTIFACT TAXONOMY

ADDITIONAL DETAILS

We describe the artifact properties according to our taxonomy. We use color highlighting

through this subsection to to emphasize the dimensions, categories, and characteristics of

our taxonomy (see Section 5.6). The exposition of our taxonomy proceeds in a hierarchical

order, beginning with a dimension down to its respective characteristics.

A.1 Dimension 1: Source (“What generated the artifact?”)

Identifying the artifact’s source helps provide context and a sense of provenance of how

the decisions were made throughout an AutoML process. In fully automated data science

processes, these artifacts are generated by computational processes, which we refer to as ‘the

machine’, without human interventions. However, as full automation is both challenging

to achieve and not always desirable, in reality, artifacts can have a variety of sources.

For example, a visual analytics mixed-initiative system operates on top of an AutoML

pipeline. In such a system, an analyst can arrive at a set of insights through a combination

of automated decisions made by a back-end model and human inputs provided through

the interface made along the way [41], [138], [152]. At a high level, artifacts can have human

or machine sources. However, in our taxonomy development process, we were also able to

define an additional layer of granularity to artifact sources. Human artifacts can be sourced

from individual or organizational processes. Machine artifacts can be sourced from the

AutoML processes and the overall software infrastructure (or system) that orchestrates the

automated data science processes. Finally, we separate data as its own unique source as it

cross-cuts both human and machine sources. These more granular source delineations are

categories in our taxonomy that have additional characteristics. While we found that many

artifacts generally have distinct sources, some can have multiple sources. For example,

many artifacts concerning data augmentation can be sourced from a combination of human

intents and derivations from the initial dataset. Sources of human input can also result from

prompts by the system that explicitly seek user feedback.
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• Category 1.1: Human We found that humans act as sources to AutoML pipelines pri-

marily by providing inputs in the form of goals and requirements, specifications [116],

[117], and interactions with a system [116], [141], [153]. While human can refer to one

or multiple individuals providing input, we prefer the more narrow interpretation

of a single human providing input to, or interacting with an AutoML pipeline. As

will become clear, ‘organizational processes’ is a better source designation to describe

multiple humans working together. Amongst individual human sources, we found

two characteristics that added important context: persona and intent. We found that

artifact types can differ based upon the persona (c1.1.1) [42], [65], [74] of the individ-

ual carrying out the analysis. AutoML systems can be leveraged by individuals not

trained in data science or machine learning. We posit the nature of those inputs and

the affordances they use to supply those inputs will be different than those with more

area expertise. For example, individuals trained in data science of machine learning

might produce more codebase artifacts through their use of notebooks [154], while

other personas may rely more on no-code solutions, and their inputs are more likely

captured through interface widgets or other types of semantic interactions [142], [143].

Another important characteristic of human source artifacts is the intent (c1.1.2) of the

individual. These artifacts can appear as user preference models, analysis types, or

even model tasks (the analyst chooses a model optimized for a specific task). The

HCI, Vis, and ML communities have used different terminologies to define what a

person wishes to do in an analysis process. Tasks is a common term used in all three

communities, (i.e. [65], [110], [118]), and these can be tied to goals [85] or preferences.

Recently, visualization researchers have begun using intent as a general way to cap-

ture this spectrum, from an individual’s tasks to their goals [119], [120]. We opted to

use this terminology because it aligned well with the diversity of artifacts our analysis

captured.

• Category 1.2: Data Data are perhaps the most obvious artifact of an AutoML process

and one that needs the least explanation. In our taxonomy, the primary characteristics

of data differentiate whether it is an initial input or whether it is derived from the

AutoML process.
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Initial (c1.2.1) datasets are sometimes also referred to as raw data. We refrain from

using the word ‘raw’ largely because no dataset truly exists in such a state [155],

[156]. Instead, we use the term ‘initial’ dataset, in lieu of the ‘raw’ terminology.

Furthermore, the terminology of ‘initial’ acknowledges that a dataset may be further

transformed or augmented either by a human or an AutoML processes before a

machine learning model is applied. In contrast, derived (c1.2.2) datasets result when

transformations are applied to the initial data. These transformations can result from

data cleaning or wrangling operations [121] (including feature encoding [65], [77],

[125], the derivation of new features [69], [126], or creating a new representations via

data or feature embedding [77]). The resulting derived datasets are generated by the

AutoML processes, and changes in their compositions can be useful to understand

how processes arrived at its final set of results [135].

• Category 1.3: AutoML Process Different levels of automation directly influence how

many and what kinds of artifacts are generated by an AutoML process. Given that

AutoML can theoretically range from hyperparameter tuning to a full end-to-end

data science pipeline [65], [67], [114], the spectrum of possible artifacts stem from

AutoML processes can be very broad. However, we identified three characteristics

of artifacts that span this spectrum: structure, metrics, and results. Structural (c1.3.1)

characteristics of artifacts describe a component of an AutoML pipeline, such as a ma-

chine learning model, or an end-to-end pipeline of steps that also encompasses data

preparation, feature engineering, and reporting [65], [67], [77], [114], [131], [133]. We

additionally extended the definition of structural characteristics to include algorithmic

artifacts that constitute training or tuning a specific component [157], the architec-

ture or more complex models like neural networks [130], or pipeline topology [77],

configuration space [67], [133], or search space [73], [74], [158]. Lastly, we include a

model’s tasks as part of its structural characteristics, as they play an important role

in understanding what the model is intended to do while adding context to archi-

tecture. Structural characteristics often take the form of specifications supplied by

the end-users or are automatically generated by the AutoML processes. For example,

we consider the final architecture or fit of a model to be an automatically generated
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artifact with structural characteristics resulting from an algorithmic process. Metrics

(c1.3.2) and results (c1.3.3) are two complementary characteristics and perhaps the

most widely scrutinized aspects of AutoML process artifacts. Metrics refers to mea-

sures that describe the model training, validation, and testing performance. These

measures can take various forms depending on the type of model used and the task it

is intended to solve. However, basic measures such as overall or average accuracy

tend to be the most commonly reported. Metrics are intimately tied to the result

of a component or pipeline applied to a data set. Again, the precise nature of this

result depends upon the model task. Two commonly used types are classification and

clustering tasks; however, more advanced models enable a more complex set of tasks

such as document summarizing, text or image generation, among others.

• Category 1.4: System AutoML processes sit within a larger software ecosystem that

orchestrates and carries out the computational instructions of its different components

(i.e., data cleaning, feature engineering, or machine learning steps). Artifacts tend

to be generated by a system, and we identified three characteristics of such artifacts:

inputs, prompts, and processes.

Characteristics of these artifacts concerned the ways that they were either provided

or generated by the system. Some artifacts operate as inputs (c1.4.1), which can

come from human processes or result from data or other types of artifacts transferred

between an AutoML process and the computational layer of a system. These can

include configuration files for the computational environment [107], computational

budgets [74], or source code [69], [107]. Artifacts are also generated as a result of the

system presenting a prompt (c1.4.2) to an individual for some input, or through an

automatic process (c1.4.3). Alerting mechanisms can be a common way to prompt an

individual for some action; this action produces an artifact that can trigger a change

to the AutoML pipeline. For example, alerting an individual to a high correlation

between two variables in their input dataset can lead them to remove a feature from a

model. The alert is generated by an automated process that carries out the correlation

checking and is itself an artifact, but the choice the user makes (whether to remove the
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feature from the model or not) results from the prompt itself; the artifact is a user’s

choice and has the characteristic of being generated by a prompt.

• Category 1.5: Organizational Process AutoML technology is used in conjunction

with existing business and organization practices [42]. These processes generate

artifacts that can act as input and integrate directly into AutoML processes while

others exert an extrinsic influence but do not provide any direct input. Organizational

artifacts that have an integrated (c1.5.1) characteristic when they directly influence

how AutoML pipelines are trained, evaluated, and finally used in decision-making.

For example, the data schemas that define the structure of the data are influenced

by business practices. However, schemas influence the type of data collected, how

the data are stored and accessed, which can be used or limit what is achievable in an

AutoML process [91]. Other artifacts that constitute integrated organizations process

include data augmentations, through contextual augments (i.e. human supplied

semantic annotations [123] or ontologies [141]) and benchmark datasets [67], [122],

[128], [130]. We found that these artifacts closely reflected how organizations carry

out their practices, unlike a machine learning model whose underlying mathematical

specifications are largely agnostic to organizational practices. Although not the focus

of our research (Section 5.4), we also made space of extrinsic (c1.5.2) organizational

processes, which include legal procedures or practices within the organization that

dictate the use and limitations of AutoML technology. These artifacts are not directly

integrated into the processes of specifying, developing, or training aspects of an

AutoML pipeline, as, for example, data augmentations are. They are a step removed

from the AutoML processes, even though they add relevant contextual information;

hence, we classified these artifacts as extrinsic.
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