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The Problem The Solution: HO GSVD

GSVD (HO GSVD). 

Comparison of DNA Microarray 
Data from Multiple OrganismsThe number of high-dimensional datasets recording 

multiple aspects of a single phenomenon is 
increasing in many areas of science, accompanied 
by a need for mathematical frameworks that can 
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the generalized singular value decomposition 
(GSVD), is limited to two matrices.

It was shown that the GSVD can be formulated as 
a mathematical framework for sequence-
independent comparison of DNA microarray data 
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and biological reality.

Reconstruction in the common and exclusive 
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regulation of the conserved relative to the unique 
programs in  the corresponding organism.
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common to both or exclusive to either one of the 
datasets, correlate with cellular programs that are 
conserved in both or unique to either one of the 
organisms, respectively. 

We prove that this exact decomposition 
extends to higher orders almost all of the 
mathematical properties of the GSVD:

For N=2, our HO GSVD leads algebraically to the 
GSVD. 

Theorem 1: 
S has n independent eigenvectors, and the 
eigenvectors and eigenvalues of S are real. 

Theorem 2:  
The eigenvalues of S satisfy k 1. 

Theorem 3: 
The common HO GSVD subspace: An eigenvalue 
satisfies k=1 if and only if the corresponding right 
basis vector vk is of equal significance in all 
matrices Di and Dj, i.e., i,k / j,k=1 for all i and j, 
and the corresponding left basis vector ui,k is 
orthonormal to all other left basis vectors in Ui for 
all i.  

Corollary 1: 
An eigenvalue satisfies k=1 if and only if the 
corresponding right basis vector vk is a generalized 
s ingular vector of a l l pai rwise GSVD 
factorizations of the matrices Di and Dj with equal 
corresponding generalized singular values for all 
for all i and j.  

Supplementary Theorem 6 and Conjecture 1: 
A role in iterative approximation algorithms. 
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The matrix V, identical in all factorizations, is 
obtained from the balanced eigensystem of S, 
which does not depend upon the ordering of Di. 

The matrices Di are assumed to be with full 
column rank. 
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pombe, S. cerevisiae and human. Unlike existing 
algorithms, a mapping among the genes of these 

approximately common HO GSVD subspace 
represents the cell-cycle mRNA expression 
oscillations, which are similar among the datasets. 
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Simultaneous reconstruction in the common 
subspace removes the experimental artifacts, which 
are dissimilar, from the datasets.  
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