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Understand the High Dimensional Latent Feature 
Space of Neural Network Model is Challenging

● High dimensional space is naturally difficult for human 
to understand

● Dimension reduction which projects  data into low 
dimensional space distorts the distance between 
samples and leads to highly uncertain results.

The visualization of PCA, t-SNE, UMap and model probe feature
embedding on neural network latent feature space (MNIST
dataset)

The Geometric Shape of Feature Representation in 2D 
Space

Describe the Geometry of Feature Representation 
in High Dimensional Space

Class Direction: represents a class direction in high 
dimensional space (e.g. dog, cat). 
Angle: is the angle between class directions and 
feature representation vectors.
Margin: is the minimum distance to the decision 
boundary.
Length (L2 Norm): is the L2 norm of feature vectors.

Visualize the Geometry of Feature Representation 
in High Dimensional Space

Why We Care about  the Geometry of Feature 
Representation in High Dimensional Space?

Comparing the Similarity Between Evaluation Benchmarks/Network Pruning

What Is the Geometric Difference Between the State-of-Art Model and a 
Regular Model?

A Scalable Approach to Compare the Geometry of Neural Network Feature 
Representation

Angle, Margin, L2

● An intuition about  the shape of feature representation 
in high dimensional space is helpful.

● A sample’s geometric 
location is correlated 
with its decision 
robustness

● A sample’s geometric 
location is correlated 
with network pruning

● Using the geometric property of samples to construct a model geometric 
embedding for a scalable model comparison.

● The MPTs model which is the state-of-art robustness model has a different 
geometric feature distribution than the regular trained model

● We can utilize the geometric properties of feature representation to compare the 
similarity between evaluation benchmark and pruning methods.
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