
with: (A) Interactive text, comprising transcripts 
from audio and the LLM-generated summary. (B) Visual media from the meetings are presented with 
annotations based on parameters transmitted by the interactive text on the left.

Deixis-Centered Documentation for Data Meetings
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Pipeline of the MethodBackground
When discussing data and data visualizations, 
gestures like pointing play a key role in 
communication, adding context to statements—a 
concept known as deixis in the linguistics 
community.

In face-to-face settings, they're made with fingers 
or laser pointers, while in remote meetings, video 
conferencing tools allow for similar gestures with 
digital annotations.

Despite their importance, deixis are often 
overlooked in meeting documentation. We 
introduce a novel method for documenting 
collaborative data meetings that treats deixis as a 
first-class citizen.

Interactive Meeting Notes

Collaborative 
Interface

Utterance Matching

Reference Extraction

that supports 
laser pointer, 
pencil tool, and 
interaction 
synchronization

that matches referential 
gestures with corresponding 

utterances under various 
contexts, segmenting the trails 

when necessary (in case C).  

that further extracts 
connections between 
words or phrases within 
the matched utterances 
and referential gesture 
pairs.

* *

*Generated with DALL-E

Taxonomy 
of Deictic 
Gestures 
Derived 
from User 
Studies


	Slide Number 1

