DEPARTMENT OF MATHEMATICS, UNIVERSITY OF UTAH
Introduction to Mathematical Finance
MATH 5760/6890 — Section 001 — Fall 2024
Homework 10 Solutions
Continuous-time models

Due: Friday, Nov 15, 2024

Submit your homework assignment on Canvas via Gradescope.

1.) Let X ~ N(u,0?) for some y € R, 02 > 0. Define Y := eX, which is a lognormal random
variable. Show that

EY = exp(p + 0%/2).

Solution: We recall that the probability density function (pdf) of X has the form,

px(x) = U\}% exp (—(952;5)2) :

Hence, the expectation of Y is given by,

i L mren (1)

x—p)? >
ex ——— +x | dx.
a\/27r P < 202

We complete the square for the term under the exponential:

EY =

) e

- %[$2—$(2M+202)+(M+02)2—(M+U2)2+M2]
:—ﬁ(x—(u+a2))2+2 5 [2p0% + o]
=gl o+ ().

Using this in the integral for EY, we obtain,

EY

U\ﬁ exp < - (/50—12- 02))2> ox (M . 022> "
— exp (,U + o ) [Uf/ exp <_ (x — (/;U—; 02))2> dx]
2
(or7),

where the last equality uses the fact that the term in square brackets is the integral of
the pdf of a random variable with a distribution N(x + 02, 52), and hence is equal to 1.
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2.) Given (u,02,T,n), suppose that (p,,un,d,) are set according to the real-world CRR
equations. The inter-period log-return for time ¢; is given by,

I log u,, with probability p,,
| logd,, with probability 1 — p,
Show that the standardization of L, i.e., the random variable,
7 L; —EL;

I \/VarLj ’

has distribution,

- &, with probability p,
L C pn(l—Pn)
J —Pn___ with probability 1 — p,
pn(lfpn)

(The goal here is to realize that the outcome values of Zj and its corresponding prob-
abilities converge for large n, so that it’s plausible that Lindeberg’s condition holds.)
Solution: Although some of these computations are already done in lecture slides D20,
we reiterate some of the results here: With h,, = T'/n, the real-world CRR equations are,

1
tn = exp(oy/hn), dp = exp(—o\/hn), =5 (1+5Vh).

We note that L; can be written as an affine transformation of a Bernoulli(p,) random
variable:

= logd,, + X log % = —logu, + 2X log uy,, X ~ Bernoulli(p,,).

n

Knowing (or directly computing) that a Bernoulli(p,,) random variable has statistics,
EX = py, VarX = py(1 — py),
then with the assistance of the real-world CRR equations we directly compute
EL; = —logu, + 2(EX)logu, = (2p, — 1) logu,, = \/>logun = phy,
VarL; = 4 (log un) VarX = 4p, (1 — p,)(log un) = 4pn(1 — pn)a hy,.

Hence, L; = (L; — EL;)/\/VarL; has distribution,

log un—phn

E _ 4hn02pn(1_pn) ’
7 log dn—phn

4hno2pn(1—pn) ’

with probability py,

with probability 1 — p,.

Note that,

29vh,  20vh, 2

where we have used the real-world CRR equations twice. Similarly,

logun — phy — ovhy —phy 1 \/»
= -3 n =1- DPn-

logd,, — phy _ —ovhp — phy _ _1 _ lﬁ\/h—_ B
20V hn 20/ hy, 22 "
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Using these facts in our previous expression for the distribution of Ej, we obtain,

- 1—#, with probability pj
L L pn(]-*p”ﬂ)
J ——Dn___ with probability 1 — p,
pn(lfpn)

as desired.
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