
Math 1210: Calculus I
Solving equations numerically

Department of Mathematics, University of Utah

Spring 2025

Accompanying text: Varberg, Purcell, and Rigdon 2007, Section 3.7

Instructor: A. Narayan (University of Utah – Department of Mathematics) Math 1210: Solving equations numerically

 



Solving equations D24-S02(a)

Suppose we are given a function fpxq, and we wish to find a root, i.e., we seek x that satisfies,

fpxq “ 0

– The value 0 is not special. To solve fpxq “ c for any c, we simply define gpxq “ fpxq ´ c, and
solve gpxq “ 0.

– When f is a polynomial of degree n, there are at most n solutions. (There may be fewer.)
– For general, non-polynomial functions f , we generally don’t know if a solution exists, or how

many solutions exist.
The main goal of this section: concepts we’ve learned (in particular, calculus) can be used in
computational algorithms to determine solutions.
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Solving equations D24-S02(b)

Suppose we are given a function fpxq, and we wish to find a root, i.e., we seek x that satisfies,

fpxq “ 0

– The value 0 is not special. To solve fpxq “ c for any c, we simply define gpxq “ fpxq ´ c, and
solve gpxq “ 0.

– When f is a polynomial of degree n, there are at most n solutions. (There may be fewer.)
– For general, non-polynomial functions f , we generally don’t know if a solution exists, or how

many solutions exist.
The main goal of this section: concepts we’ve learned (in particular, calculus) can be used in
computational algorithms to determine solutions.
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Solving equations D24-S02(c)

Suppose we are given a function fpxq, and we wish to find a root, i.e., we seek x that satisfies,

fpxq “ 0

– The value 0 is not special. To solve fpxq “ c for any c, we simply define gpxq “ fpxq ´ c, and
solve gpxq “ 0.

– When f is a polynomial of degree n, there are at most n solutions. (There may be fewer.)
– For general, non-polynomial functions f , we generally don’t know if a solution exists, or how

many solutions exist.
The main goal of this section: concepts we’ve learned (in particular, calculus) can be used in
computational algorithms to determine solutions.
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Method 1: Bisection D24-S03(a)
The method of bisection is an application of the Intermediate Value Theorem.
(Recall: if there is a continuous fpxq on an interval ra, bs, then f attains every value between fpaq
and fpbq somewhere inside the open interval pa, bq.)
As before we wish to find a value of x such that fpxq “ 0.
Suppose we know two values a, b with a ! b such that

fpaq ! 0 ! fpbq or fpbq ! 0 ! fpaq.

Then by the intermediate value theorem, there is at least one value of x in pa, bq such that
fpxq “ 0.

In exactly this scenario, the method of bisection helps us computationally identify this value.
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Method 1: Bisection D24-S03(b)
The method of bisection is an application of the Intermediate Value Theorem.
(Recall: if there is a continuous fpxq on an interval ra, bs, then f attains every value between fpaq
and fpbq somewhere inside the open interval pa, bq.)
As before we wish to find a value of x such that fpxq “ 0.
Suppose we know two values a, b with a ! b such that

fpaq ! 0 ! fpbq or fpbq ! 0 ! fpaq.

Then by the intermediate value theorem, there is at least one value of x in pa, bq such that
fpxq “ 0.

In exactly this scenario, the method of bisection helps us computationally identify this value.
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Method 1: Bisection D24-S03(c)
The method of bisection is an application of the Intermediate Value Theorem.
(Recall: if there is a continuous fpxq on an interval ra, bs, then f attains every value between fpaq
and fpbq somewhere inside the open interval pa, bq.)
As before we wish to find a value of x such that fpxq “ 0.
Suppose we know two values a, b with a ! b such that

fpaq ! 0 ! fpbq or fpbq ! 0 ! fpaq.

Then by the intermediate value theorem, there is at least one value of x in pa, bq such that
fpxq “ 0.

In exactly this scenario, the method of bisection helps us computationally identify this value.
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Bisection explained D24-S04(a)

The above intuition leads to a fairly straightforward procedure:
Suppose we are given a function f , and an interval ra, bs such that fpaq ! 0 and fpbq " 0.
(If the roles of a and b are reversed, the procedure is largely the same.)

1. Define m “ 1
2 pa ` bq, the midpoint between a and b.

2. Evaluate fpmq
§ If fpmq “ 0, we are done, return m.
§ If fpmq ! 0, then rm, bs is a new interval where f takes di!erent signs at the endpoints.

Set a " m, b " b, go back to step 1.
§ If fpmq # 0, then ra,ms is a new interval where f takes di!erent signs at the endpoints.

Set a " a, b " m, go back to step 1.

The above procedure typically doesn’t terminate (fpmq “ 0 exactly almost never happens).
One often terminates the procedure when the length of the interval b ´ a is “su!ciently small”, say
is some value E.
The “proper” choice of E is an art.
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Bisection explained D24-S04(b)

The above intuition leads to a fairly straightforward procedure:
Suppose we are given a function f , and an interval ra, bs such that fpaq ! 0 and fpbq " 0.
(If the roles of a and b are reversed, the procedure is largely the same.)

1. Define m “ 1
2 pa ` bq, the midpoint between a and b.

2. Evaluate fpmq
§ If fpmq “ 0, we are done, return m.
§ If fpmq ! 0, then rm, bs is a new interval where f takes di!erent signs at the endpoints.

Set a " m, b " b, go back to step 1.
§ If fpmq # 0, then ra,ms is a new interval where f takes di!erent signs at the endpoints.

Set a " a, b " m, go back to step 1.

The above procedure typically doesn’t terminate (fpmq “ 0 exactly almost never happens).
One often terminates the procedure when the length of the interval b ´ a is “su!ciently small”, say
is some value E.
The “proper” choice of E is an art.
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Bisection explained D24-S04(c)

The above intuition leads to a fairly straightforward procedure:
Suppose we are given a function f , and an interval ra, bs such that fpaq ! 0 and fpbq " 0.
(If the roles of a and b are reversed, the procedure is largely the same.)

1. Define m “ 1
2 pa ` bq, the midpoint between a and b.

2. Evaluate fpmq
§ If fpmq “ 0, we are done, return m.
§ If fpmq ! 0, then rm, bs is a new interval where f takes di!erent signs at the endpoints.

Set a " m, b " b, go back to step 1.
§ If fpmq # 0, then ra,ms is a new interval where f takes di!erent signs at the endpoints.

Set a " a, b " m, go back to step 1.

The above procedure typically doesn’t terminate (fpmq “ 0 exactly almost never happens).
One often terminates the procedure when the length of the interval b ´ a is “su!ciently small”, say
is some value E.
The “proper” choice of E is an art.

Instructor: A. Narayan (University of Utah – Department of Mathematics) Math 1210: Solving equations numerically



Bisection explained D24-S04(d)

The above intuition leads to a fairly straightforward procedure:
Suppose we are given a function f , and an interval ra, bs such that fpaq ! 0 and fpbq " 0.
(If the roles of a and b are reversed, the procedure is largely the same.)

1. Define m “ 1
2 pa ` bq, the midpoint between a and b.

2. Evaluate fpmq
§ If fpmq “ 0, we are done, return m.
§ If fpmq ! 0, then rm, bs is a new interval where f takes di!erent signs at the endpoints.

Set a " m, b " b, go back to step 1.
§ If fpmq # 0, then ra,ms is a new interval where f takes di!erent signs at the endpoints.

Set a " a, b " m, go back to step 1.

The above procedure typically doesn’t terminate (fpmq “ 0 exactly almost never happens).
One often terminates the procedure when the length of the interval b ´ a is “su!ciently small”, say
is some value E.
The “proper” choice of E is an art.
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Bisection example D24-S05(a)

Example (Example 3.7.1)
Determine the real root of fpxq “ x3 ´ 3x ´ 5 “ 0 that lies inside the interval r2, 3s.
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Bisection example D24-S05(b)

Example (Example 3.7.1)
Determine the real root of fpxq “ x3 ´ 3x ´ 5 “ 0 that lies inside the interval r2, 3s.
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Method 2: Newton’s Method D24-S06(a)

The previous method, bisection, did not exercise calculus.
This second approach explicitly uses the lesson’s we’ve learned in this class:

Again, we wish to find a value of x such that fpxq “ 0.
Assume we have an initial guess x0.

Recall that we can approximate graphs of curves with tangent lines.
This is useful because solving fpxq “ 0 can be hard, but if Lpxq is a linear approximation, i.e.,
Lpxq “ ax ` b, then solving Lpxq “ 0 is very easy.

Let’s construct the linear approximation at our initial guess x0.

The slope of the tangent line is f 1px0q, and it passes through the point px0, fpx0qq.
Therefore, the equation of the line is:

y ´ fpx0q “ f 1px0qpx ´ x0q ùñ y “ Lpxq “ fpx0q ` f 1px0qpx ´ x0q
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Method 2: Newton’s Method D24-S06(b)

The previous method, bisection, did not exercise calculus.
This second approach explicitly uses the lesson’s we’ve learned in this class:

Again, we wish to find a value of x such that fpxq “ 0.
Assume we have an initial guess x0.

Recall that we can approximate graphs of curves with tangent lines.
This is useful because solving fpxq “ 0 can be hard, but if Lpxq is a linear approximation, i.e.,
Lpxq “ ax ` b, then solving Lpxq “ 0 is very easy.

Let’s construct the linear approximation at our initial guess x0.

The slope of the tangent line is f 1px0q, and it passes through the point px0, fpx0qq.
Therefore, the equation of the line is:

y ´ fpx0q “ f 1px0qpx ´ x0q ùñ y “ Lpxq “ fpx0q ` f 1px0qpx ´ x0q
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Method 2: Newton’s Method D24-S06(c)

The previous method, bisection, did not exercise calculus.
This second approach explicitly uses the lesson’s we’ve learned in this class:

Again, we wish to find a value of x such that fpxq “ 0.
Assume we have an initial guess x0.

Recall that we can approximate graphs of curves with tangent lines.
This is useful because solving fpxq “ 0 can be hard, but if Lpxq is a linear approximation, i.e.,
Lpxq “ ax ` b, then solving Lpxq “ 0 is very easy.

Let’s construct the linear approximation at our initial guess x0.

The slope of the tangent line is f 1px0q, and it passes through the point px0, fpx0qq.
Therefore, the equation of the line is:

y ´ fpx0q “ f 1px0qpx ´ x0q ùñ y “ Lpxq “ fpx0q ` f 1px0qpx ´ x0q
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Newton’s method D24-S07(a)

y “ Lpxq “ fpx0q ` f 1px0qpx ´ x0q
Instead of solving fpxq “ 0, we’ll solve Lpxq “ 0 as an approximation. This is not too hard:

Lpxq “ 0 ùñ x “ x0 ´ fpx0q
f 1px0q .

Again, this value of x is a guess. It’s not exact because f is (almost) never a linear function.

However, we expect it to be a better guess than x0. So let’s call this new guess x1:

x1 “ x0 ´ fpx0q
f 1px0q .

As one expects, we can repeat this process:

xn`1 “ xn ´ fpxnq
f 1pxnq , n “ 0, 1, 2, . . .

This iterative algorithm is Newton’s method.
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Newton’s method D24-S07(b)

y “ Lpxq “ fpx0q ` f 1px0qpx ´ x0q
Instead of solving fpxq “ 0, we’ll solve Lpxq “ 0 as an approximation. This is not too hard:

Lpxq “ 0 ùñ x “ x0 ´ fpx0q
f 1px0q .

Again, this value of x is a guess. It’s not exact because f is (almost) never a linear function.

However, we expect it to be a better guess than x0. So let’s call this new guess x1:

x1 “ x0 ´ fpx0q
f 1px0q .

As one expects, we can repeat this process:

xn`1 “ xn ´ fpxnq
f 1pxnq , n “ 0, 1, 2, . . .

This iterative algorithm is Newton’s method.
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Newton’s method D24-S07(c)

y “ Lpxq “ fpx0q ` f 1px0qpx ´ x0q
Instead of solving fpxq “ 0, we’ll solve Lpxq “ 0 as an approximation. This is not too hard:

Lpxq “ 0 ùñ x “ x0 ´ fpx0q
f 1px0q .

Again, this value of x is a guess. It’s not exact because f is (almost) never a linear function.

However, we expect it to be a better guess than x0. So let’s call this new guess x1:

x1 “ x0 ´ fpx0q
f 1px0q .

As one expects, we can repeat this process:

xn`1 “ xn ´ fpxnq
f 1pxnq , n “ 0, 1, 2, . . .

This iterative algorithm is Newton’s method.
Instructor: A. Narayan (University of Utah – Department of Mathematics) Math 1210: Solving equations numerically



Newton’s method example D24-S08(a)

Example (Example 3.7.2)
Use Newton’s method to find the real root r of fpxq “ x3 ´ 3x ´ 5 “ 0.
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Newton’s method example D24-S08(b)

Example (Example 3.7.2)
Use Newton’s method to find the real root r of fpxq “ x3 ´ 3x ´ 5 “ 0.
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Geomtrically: Newton’s method works D24-S09(a)
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Geomtrically: Newton’s method can fail, badly D24-S10(a)
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