1 Overview of Supplementary Material

In Sec. 2, we offer additional details, including the equations used to simulate the Double Gyre and ABC datasets. Sec. 3 features a detailed table summarizing all the experimental setups used to identify the most effective model architecture. This section also includes additional evaluation results, such as using the mean closest point distance as an error metric to compare our deep-learning-based (DL) approach to the traditional barycentric coordinate (BC) approach, along with their corresponding visualizations. In addition, it demonstrates how the pathlines predicted by our DL approach effectively maintain temporal coherence. Furthermore, Sec. 3 provides an in-depth description of the functionalities incorporated in our web-based viewer and high-performance OSPRay-based viewer.

2 Details on Datasets: Simulation Equations

Double Gyre

\[ \psi(x, y, t) = A \sin(\pi f(x, t)) \sin(\pi y) \]
\[ f(x, t) = a(t)x^2 + b(t)x \]
\[ a(t) = \varepsilon \sin(\omega t) \]
\[ b(t) = 1 - 2\varepsilon \sin(\omega t) \]

where \( A = 0.1 \), \( \omega = \pi/5 \) and \( \varepsilon = 0.25 \)

ABC

\[ f(x, t) = A(t) \sin(z) + B \cos(y) \]
\[ f(y, t) = B \sin(x) + C \cos(z) \]
\[ f(z, t) = C \sin(y) + A(t) \cos(x) \]
\[ A(t) = \sqrt{3} + 0.5 \varepsilon \sin(\pi t) \]

where \( B = \sqrt{2}, C = 1 \)

3 More Details on Experiments and Results

3.1 Impact of Model Architecture

Sec. 3.1 displays the mean and median errors for each combination derived from our selection of the number of encoding layers, decoding layers, and the size of the hidden latent vector.

Our experiments reveal that the mean and median errors are similar when using four or six encoding or decoding layers. Additionally, models based on Multi-Layer Perceptron (MLP) generally show enhanced performance with shallower neural network architectures. Furthermore, in most instances, a larger dimension of the hidden latent vector is more effective than a smaller one. As presented in Sec. 3.1, the maximum error values are substantially higher than the median errors. This result is especially evident in scenarios involving hyperbolic Lagrangian Coherent Structures (LCS), where the errors are observed to increase with increasing flow turbulence. However, as illustrated in Fig. 1, our deep-learning-based approach consistently yields smaller maximum errors compared to the traditional interpolation method. Enhancing the model’s capability to manage hyperbolic LCS effectively will be studied in future work. This advancement is key to significantly expanding the applicability and effectiveness of deep-learning-based approaches in this field.

Fig. 1: The violin plot compares error rates between our deep learning-based method (DL) and the conventional barycentric coordinate interpolation (BC) method, using the mean-closest-point metric for error assessment. These plots are constructed from 5000 trajectory data points. In the plot, ‘S’ symbolizes structured data, whereas ‘U’ signifies unstructured data. The median of each distribution is shown by a white line on a gray background, and the mean is represented as a black dot. Each violin plot incorporates error limits to illustrate the range of errors, with the highest error value marked at the top of each plot. Our findings indicate that the DL method outperforms the BC method across all structured datasets with dense seedings and yields comparable outcomes for unstructured datasets with sparse seedings.
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Table 1: The performance evaluation of the model architecture on 2D and 3D datasets. Each row \((E, D)\) represents the number of encoding layers \((E)\) and decoding layers \((D)\). The hidden vector dimension is either 1024 or 2048. The table presents the maximum (Max), maximum of within three standard deviations from the mean (Max\(\times\)3std), mean (Mean), and median (Med) errors, aggregated over 5,000 seeds and computed along the trajectories (Eqn. 3 in the manuscript). Most models achieve accurate results with errors smaller than one grid size. The maximum errors indicate that the model’s performance is impacted by the hyperbolic of the flows. However, the deep-learning-based approach yields smaller maximum errors than the traditional interpolation method (refer to Fig. 4).

<table>
<thead>
<tr>
<th>(E, D)</th>
<th>Hall Cylinder (Re 1024)</th>
<th>Hall Cylinder (Re 2048)</th>
<th>ABC Half Cylinder (Re 160)</th>
<th>ABC Half Cylinder (Re 320)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(4, 4)</td>
<td>0.036861 0.009468</td>
<td>0.036861 0.009468</td>
<td>0.030883 0.004693</td>
<td>0.030883 0.004693</td>
</tr>
<tr>
<td>(6, 4)</td>
<td>0.007899 0.002667</td>
<td>0.007899 0.002667</td>
<td>0.002176 0.000642</td>
<td>0.002176 0.000642</td>
</tr>
<tr>
<td>(8, 4)</td>
<td>0.055693 0.012862</td>
<td>0.055693 0.012862</td>
<td>0.002835 0.000613</td>
<td>0.002835 0.000613</td>
</tr>
</tbody>
</table>

3.2 Comparison with Interpolation Methods

Our study contrasts our deep learning methodology with the traditional barycentric coordinate interpolation method. The performance evaluation uses Euclidean distance, comparing the interpolated and predicted outputs to the actual ground truth. As suggested by Isabell et al. [4], the mean distance of closest distances provides a global similarity score indicating how well the model matches the whole curve, which can be used to identify the similarity of trajectories. We assess the discrepancies between our deep-learning approach and the conventional method by applying the mean-closest-point metric (refer to Fig. 1). Our deep-learning-based method demonstrates equivalent or enhanced accuracy across all structured datasets with dense seeding. When applied to unstructured datasets, its performance is comparable to the traditional method. However, to attain greater accuracy in unstructured datasets, dense seeds are necessary for training.

Fig. 2 and Fig. 3 present a comparative analysis between trajectories computed by our method and the established ground truth, demonstrating a significant overlap. This overlap shows the accuracy of our prediction approach, surpassing traditional interpolation methods. Moreover, our method achieves this accuracy with minor visual artifacts, highlighting its effectiveness in precise trajectory computation.

3.3 Demonstration of Temporal Coherence

In our experiments, particle end locations are recorded at specific intervals. For instance, in the case of the Double Gyre, Gerris Flow, and ABC datasets, the end locations are saved at every fifth interval. The following approach is used to demonstrate the temporal coherence of our predicted trajectories. We train models using this five-interval approach, and then employ these trained models to make predictions at more frequent intervals, specifically at every single interval. This method allows us to represent the complete paths of the particles over time, providing a more detailed and continuous trajectory analysis.

Fig. 4 and Fig. 5 present both the visual comparison and error distribution when contrasting predicted pathlines with the ground truth. Our deep-learning-based method can predict end locations at untrained time steps accurately. This accuracy indicates the method’s effectiveness in preserving the temporal coherence of the pathlines.

4 Details on Interactive Visualization

We use ONNX Runtime (ORT) [1] as the library to deploy our neural network. After the seeds are placed, the loaded model may trace and display the trajectory results.

To render line primitives, however, the web-based renderer lacks visual effects such as transparency, global illumination, and ambient occlusion. To visualize high-fidelity results, we also develop and study the performance of a PC-based viewer using the OSPRay [6] rendering engine to support photorealistic effects (Sec. 4.2). Moreover, by altering the Trace function, users can easily apply neural networks with alternative architectures to both viewers.

4.1 The Web-Based Viewer

The web-based viewer is developed using the React framework [2] and implemented in JavaScript. The user interface elements of the application, including tabs, checkboxes, buttons, and selections, are created using Material-UI [3]. We utilize React-Grid-Layout [5] to design a responsive and flexible grid layout system. The renderings of seeds, trajectories, and interaction with rendered objects are managed by react-three-fiber [4] and its expanded libraries drei [7].

In the Model Info panel, users can begin by selecting the dataset for visualization (Sec. 4.1.1 and Panel 2 in Fig. 7). Upon model loading, the primary 3D display presents the bounding box, seed box, seeds, pathlines, and scalar field (Panel 1 from Fig. 7).

The bounding box, referred to as the global domain, confines seed placement and is depicted as a gray outline. Seeds reside within the global domain, whereas pathlines can extend beyond it, as demonstrated in Fig. 7.

The seed box, a subset of the global domain, offers users finer control over seed placement. It is manipulated using sliders in the Seedbox Config panel (Panel 3 from Fig. 6) and detailed in Sec. 4.1.2. Seeds appear as colored spheres, and pathlines as colored tubes, with styles adjustable through the Line Style Config panel (Panel 5 from Fig. 7) and discussed in Sec. 4.1.4.

The scalar field can be visualized as a volume or three axis-aligned panels (Panel 4 from both Fig. 7 and Fig. 6, with the visual comparison and error distributions depicted). The scalar field is visualized as a volume or three axis-aligned panels (Panel 4 from both Fig. 7 and Fig. 6, with the visual comparison and error distributions depicted).

4.1.1 Model Conversion and Model Loading

Our approach employs the PyTorch framework for both model training and storage. We deploy the trained neural network in the browser using onnxruntime-web, which is a JavaScript API based on the ONNX Runtime (ORT) [1]. The onnxruntime-web accelerates model inference in

---

1https://onnxruntime.ai/  
2https://reactjs.org  
3https://mui.com  
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Fig. 2: Comparative visualization of trajectories. Left: results from barycentric coordinate interpolation (BC). Right: outcomes from our deep learning (DL) approach. The ground truth trajectories are marked in red for reference with the computed trajectories highlighted in blue. This figure demonstrates that our approach accurately traces pathlines compared to the traditional approach.

Fig. 3: (a) and (b) show the comparative visualization of trajectories rendered by OSPRay. This figure contrasts trajectory visualizations from barycentric coordinate interpolation (BC) on the left and deep learning (DL) on the right. Ground truth trajectories are marked in red for reference, and computed trajectories are highlighted in blue. In the ABC dataset, there is a notable overlap of computed trajectories with the ground truth in both methods. However, our approach yields more accurate trajectories for the Hurricane dataset. Moreover, (c) compares the ground truth FTLE on the left with the results computed using our method on the right. These visualizations underscore the proficiency of our method in accurately tracing pathlines.

The browser by utilizing separate WebAssembly (Wasm) and WebGL backends on CPUs and GPUs. The ORT is compatible with popular deep learning frameworks, such as PyTorch, TensorFlow, and scikit-learn. The conversion of a PyTorch model to an ONNX model is facilitated by the `torch.onnx.export` method, and the size of the ONNX model is identical to that of the original PyTorch model. The conversion technique is available on our project’s Github website.

We use a JSON file to store the necessary dataset information to facilitate data processing, including the bounding box, the directory containing the models, the start and stop file cycles, the interval, and the step size. When users select a dataset from the drop-down list, the viewer automatically loads the models by parsing the information in the corresponding JSON file. After successfully loading the model, the viewer displays the dataset’s bounding box, and information about the bounding box and flow maps appears in the Model Info panel.
4.1.2 Seeding Approaches

Our viewer allows users to add seeds in the global domain or a seed box to display trajectories in their desired regions. In the web-based viewer, the seed box is defined by size and position. Users can specify a seeding-plane or seeding-line by setting the sizes of one or two dimensions to zeros. The Seedbox Config panel contains two triggers: Display to control the seed box visibility, and Active to set the seed box area as the active seeding area (Panel 3 in Fig. 6). The seeds are scattered in the global domain by default if the seed box is not active. For seed placement, users can distribute new seeds uniformly, randomly, or manually add individual seeds in the Seed Placement panel (Panel 3 in Fig. 7). When the Add Seeds button clicks, the viewer will visualize the seeds in real time.

4.1.3 Visualization of Scalar Fields

Scalar fields such as the FTLE or velocity magnitude can provide more context for users to identify interesting regions to explore. In our viewer, scalar field data in VTI format can be uploaded through the Scalars Config panel (Panel 4 in Fig. 7). Once the data is uploaded, users can choose to render the volume or slices (Panel 3 in Fig. 7), and apply transfer functions with support for multiple colormaps (Panel 3 in Fig. 6). Visualizing scalar fields, in addition to the pathlines, helps users understand the spatial context of the flow features. It can also help user identify important features and patterns in the flow data.

4.1.4 Particle Tracing and Line Style

After placing seeds, users can initiate particle tracing by clicking the Trace Particles button located in the Model Info panel (Panel 2 in Fig. 7). Our viewer also provides users with the option to apply a constant color to the seeds and pathlines or to use the same color mapping specified by the color transfer function in the Scalars Config panel for enhanced visualization (Panel 4 in Fig. 7 and Fig. 6). Users can also modify the radius of seeds and the line width for the pathlines. Additionally, our viewer supports line smoothing by increasing the
Fig. 7: Illustration of our web-based viewer for visualizing inferred pathlines using our pre-trained model in the Hurricane dataset. The interface includes panels for (1) main display, (2) model loading, dataset information and particle tracing, (3) seed placement, (4) scalar field data visualization, and (5) seed and line style configuration.

Fig. 8: Multiworkflow visualization of the ScalarFlow dataset using our OSPRay-based viewer, which integrates our neural network with the OSPRay renderer. The visualization displays the FTLE as a volume and the pathlines inferred using our neural network. A clipping plane is aligned along the y-axis. The model is trained with the Lagrangian hybrid approach. Each pathline encompasses 15 time steps, ranging from time step 135 to time step 150.

number of line segments in the Line Style Config panel (Panel 5 in Fig. 7 and Fig. 6). The number of line segments equals one providing a piece-wise linear path. A larger number of line segments will sample more points along the Catmull-Rom spline to provide a smoother path for each pathline.

4.2 Integrating with OSPRay

Although using a web-based viewer is easier to access for nonpowerful computers, integrating the viewer with rendering engines such as OSPRay is essential to leverage fast and high-fidelity rendering. For this purpose, we use the ORT C++ API to deploy the trained model. As shown in Fig. 8, we visualize pathlines inferred by our trained model and render them using OSPRay. While a user interface for the OSPRay viewer is scheduled for future development, we demonstrate the effectiveness of our approach for post hoc exploration of Lagrangian-based flow data.
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