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Uncertainty is an inherent part of making decisions in a broad spec-
trum of situations, from wildfire management [14] and hurricane evac-
uation [3], to water use policy [4]. Studying the effects of visualiz-
ing uncertainty in these decision making contexts, however, remains a
challenge due to the influence of expertise and individual differences
in how experiential knowledge influences decision making [15]. This
makes controlled studies of the effects of uncertainty visualization on
decision making in real situations difficult, if not impossible.

While there is a growing recognition that evaluation in visualization
could benefit from a greater variety of empirical methodologies [2, 7],
the field remains dominated by two primary modes of evaluation:
quantitatively-focused user-studies and the more qualitative case stud-
ies found in design studies. These two modes of evaluation sit on
opposite ends of the experimental spectrum, with user-studies priori-
tizing precision over realism and case studies prioritizing the inverse.
This spectrum involves tradeoffs between generalizability, precision,
and realism [11], with experimental control positively correlated to
the precision of measurements and results, and the amount of realism
closely tied to the concept of ecological validity. Ecological validity
specifically refers to how closely the experimental setting matches the
setting in which the results might be applied [2]. Psychologists have
long noted that there is an explicit trade-off between experimental con-
trol and ecological validity [8].

Existing user-studies dealing with uncertainty visualization have
largely dealt with simplified low-level detailed tasks [6]. These simpli-
fications, however, often force expert users to make judgments outside
of their usual decision-making contexts, making it unclear how appli-
cable the results of these studies are in the real-world. The qualitative
case-study feedback traditionally found in design studies, on the other
hand, presents its own set of challenges. Case studies can show that
an effect exists, but it is extremely difficult to link the cause to a par-
ticular design decision. While additional feedback from activities like
contextual interviews and think-aloud protocols can provide some in-
sight into why a case study was successful, there remains a risk that
the qualitative feedback conflates users’ preferences or demand char-
acteristics with performance [1,5,12].

In this workshop paper we will discuss why ecological validity is
critical in evaluating the effects of uncertainty visualization in weather
forecasting specifically, as well as describe our initial attempt at de-
signing and running an ecologically valid user-study in this domain.
Our hope is to spark a more general discussion about the need for in-
creased realism in uncertainty visualization user-studies, the difficul-
ties and uncertainties involved in designing such a study, and the open
questions we face as a community.

INTRODUCTION

2 ECOLOGICAL VALIDITY AND FORECASTING

Weather forecasting is a decision-making domain that is inherently un-
certain and involves unique processes based on individuals’ experience
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and knowledge [10]. A series of studies comparing domain experts’
and novices’ interactions with weather maps demonstrates that an un-
derstanding of atmospheric dynamics fundamentally changes the way
individuals read and reason about weather maps [9]. Thus, it is unclear
whether findings regarding general reasoning about geospatial maps
transfer to reasoning about weather maps and vice versa. Furthermore,
among forecasters there is no single model for how individuals predict
weather. An individual meteorologist’s process may change based on
“climate, season, experience, and a host of other factors” [15].

The personalized nature of weather forecasting makes evaluation of
uncertainty visualization effects difficult to do in a controlled setting.
Previous work, however, offers no guidance on the matter of ecolog-
ical validity. In their recent survey of geospatial uncertainty visual-
ization user-studies, Kinkeldey et al. point out that the methods used
to evaluate uncertainty visualization remain ad hoc [6]. The authors
found that not only is the type and level of expertise among study par-
ticipants often unclear, but the tasks are often simplified to focus on
low-level details — value retrieval, aggregation, comparison, search,
etc. — without any explicit justification [6]. Such simplifications are
poorly matched for a study dealing with weather forecasting, where
“simply showing a complex visualization, expecting a user to extract
the necessary information, and to be finished is an oversimplification
of how complex visualizations are used” [15]. Expert forecasters use
visualizations to create an aggregated mental model of what is happen-
ing in the atmosphere and then use that mental model as the primary
source of information for their judgements and decisions [14]. An
ecologically valid study must support this complex reasoning process.

3 DESIGNING A MORE APPROPRIATE USER-STUDY

In an effort to better understand the role of uncertainty visualization in
weather forecasting, we designed and ran a pilot user-study aimed to-
ward ecological validity by studying student “experts”. The study was
designed in a collaborative effort with perspectives from visualization
and cognitive psychology. Furthermore, throughout the process we
elicited and integrated feedback from an expert in atmospheric sci-
ences. Weighing realism against experimental control was challeng-
ing, but we eventually settled on a design that we felt balanced our
concerns satisfactorily.

The resulting 5 week longitudinal study was run with a group of 5
student forecasters during the summer of 2015. The participants were
all self-selected members of the Ute Weather Center, an undergraduate
club at the University of Utah which releases daily five-day forecasts
for campus and several surrounding areas. The participants all had
similar levels of quasi-expertise, sufficient for basic meteorological
analysis. They were asked to forecast daily high temperatures for mul-
tiple locations, each of which had a corresponding weather station for
verification of their predictions. We treated their individual forecast-
ing process like a black box, collecting data on the information they
used, but not controlling their natural forecasting process. For each
of the middle three weeks in the study, the participants were asked to
integrate an additional, provided uncertainty visualization product into
their forecast. We compared the accuracy of their forecast judgments
with and without these additional products. We also elicited qualita-
tive feedback from the participants about the products through surveys
at end of each week and an exit interview at the end of the study.

Because our aim was to keep the participants as close to their ex-
isting process as possible, we observed the workflows of several of
our eventual participants when designing the study. Certain design
decisions, such as what quantities the participants were asked to fore-
cast and what data was used in the uncertainty visualization products



we provided, were directly derived from these workflow observations.
Other decisions, like the number of days and locations the participants
were asked to forecast each week, were decided through discussions
with the participants to ensure that our study was not causing an undue
amount of additional labor. We sought a straightforward task for the
forecasters because we required a relatively large number of predica-
tions to offset the small number of participants.

The uncertainty visualization products that we tested were based on
visualization techniques commonly used in meteorology: plume dia-
grams, mean and standard deviation plots, and spaghetti plots [13]. In
all the products, the notion of uncertainty is derived from an ensem-
ble, a collection of numerical weather prediction simulations designed
to represent a set of possible forecast outcomes [14].

A number of decisions regarding our study design, however, were
specifically made to strike a balance between our needs for both suf-
ficient ecological validity and satisfactory experimental control. Spe-
cific examples include: our decision to run the study with quasi-expert
student forecasters; our decision to not limit in any way what addi-
tional information a participant might choose to use in making their
forecast; and our decision to use the same underlying data field for all
the uncertainty products we tested.

4 PRELIMINARY RESULTS AND OPEN QUESTIONS

In controlling for forecast location, individual differences in forecaster
accuracy, and order effects, the study’s preliminary results suggest dif-
ferences between the visualization products and the baseline condition
for forecast accuracy, as shown in Figure 1. While the trends in fore-
cast accuracy generally seem to match the qualitative feedback that we
received, more analysis is needed. Given that the experiment was less
controlled than a typical user-study, a next step with the current data
is to determine the most appropriate analysis methods.
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Fig. 1: The raw accuracy of the participants’ forecast judgements.

We are currently discussing the appropriate modifications for ex-
panding the pilot into a full scale study. Additionally, there remain
some significant open questions, such as: to what extent will our re-
sults truly be applicable in real-world? How would one compare the
results of our study to the body of existing uncertainty visualization
user-studies? Is such a comparison even possible? Larger questions
for the community discussion, include:

* How do we evaluate the scientific impact of studies that trade-off

experimental control for ecological validity?

* Does the need for increased realism in user-studies generalize

across domains that involve decision making?

* Are there other ways to increase realism and include expertise in

the context of uncertainty visualization studies that still allow for
good experimental control?

5 CONCLUSIONS

In this workshop paper we discuss some of the challenges facing stud-
ies of the effects of visualizing uncertainty on decision making. We
argue for an increased emphasis on ecological validity in experimental
design, while illustrating the problems with currently popular evalu-
ation methodologies. Using the domain of weather forecasting as an
example, we attempt to demonstrate why ecological validity is criti-
cal in studying decision-making. We describe an initial design for an
ecologically valid user-study in weather forecasting and outline some
core challenges and open questions. It is our sincere hope that this first
step toward increased realism in controlled studies of uncertainty vi-
sualization can act as a springboard to a larger community discussion.
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