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ABSTRACT

Over the last several decades, visualization research has generated an extensive body

of literature on the subject of color encodings for two-dimensional (2D) scalar data. When

working with experts from other domains, however, visualization designers commonly

encounter real-world practices that conflict with visualization guidance, especially where

color is concerned. This dissertation focuses on the problem of empirically interrogating

conflicting domain guidance related to color utilization in 2D scalar visualizations through

a mixed-methods research program. As a primary contribution, this work uses guidance

conflicts observed during a formative, qualitative design study conducted with meteo-

rologists to motivate subsequent quantitative studies that revise and refine longstanding

visualization guidance regarding color usage. As a secondary contribution, we also briefly

touch on the subjects of ecological validity, generalizability, and experimental control.

The dissertation begins with two pieces of formative work. The first is our meteoro-

logical design study, which provides a grounded understanding of color usage in mete-

orological practice. The second is a pilot study aimed at improving ecological validity

in assessing the impact of uncertainty visualizations in meteorological forecasting. This

formative work subsequently acts as a lens for two additional studies investigating specific

color guidance conflicts between visualization and other domains: a web-based study

looking into the impact of discretized color on meteorological tasks, and a laboratory study

assessing the potential role of hue-based banding in implicitly discretizing 2D rainbow

color-mapped datasets. Lastly, we discuss the broader implications of our mixed-methods

research program and outline potential directions for future work.



To my parents,

Phil and Cyndy Quinan.
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CHAPTER 1

INTRODUCTION

This dissertation considers the problem of empirically interrogating conflicts between

existing visualization guidance and widespread domain practices related to the use of

color in visualizing two-dimensional (2D) scalar data. Specifically, the work presented

in this dissertation addresses various questions raised during an initial two-year design

study conducted with meteorologists [145]. Observations from that design study spawned

a variety of projects, including a pilot study focused on maintaining ecological validity

when assessing the impact of visualizations on expert decision-making [147], an online

user study designed to assess the impact of using binned color maps to visualize continu-

ous 2D scalar fields across a variety of tasks commonly performed by meteorologists [137],

and a laboratory study assessing the potential role of hue-based banding in implicitly

discretizing 2D rainbow color-mapped datasets [146]. Together, these projects represent

a mixed-methods approach to research, where a qualitatively grounded understanding of

how visualizations are used in practice acts as the foundation for quantitative experimental

research. This dissertation will outline how this mixed-method approach led us to chal-

lenge implicit upstream assumptions, enabling the refinement of multiple long-standing

visualization guidelines regarding color usage, including core aspects of the visualization

community’s understanding of why rainbow color maps are problematic. Additionally,

it will discuss the broader implications of these research findings, reflecting on both how

guidance conflicts can motivate empirical research and the importance of better reconciling

qualitative and quantitative research results.

1.1 Motivations
This dissertation addresses guidance conflicts related to the usage of color in visual-

izing 2D scalar fields. Although the use of color is both more complicated and, in some

cases, less effective than the use of other encoding channels (e.g., compared to position for
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encoding quantitative data) [30],[126], it nevertheless remains a core aspect of visualization

in a variety of domains [13], [18], [25], [38], [89], [145], [214]. Indeed, color use is especially

prevalent when visualizing data such as scalar fields, where the spatialization of the data

is predetermined [24], [153]. Over the years, the continued prevalence of color encodings

has led to a large body of work examining how visualizations can employ color more

effectively. Many of the visualization community’s findings, however, are not well known

in other scientific domains, leading to real-world practices that sometimes conflict with

visualization guidance.

This dissertation seeks to understand the real-world impacts of such guidance con-

flicts using a mixed-methods approach. Mixed-methods research, which is becoming in-

creasingly commonplace in the social, behavioral, and health sciences, represents a third

major research paradigm that combines aspects of the already established quantitative

and qualitative research paradigms [40], [181]. Driven by a combination of philosophical

pragmatism and practice-driven need, mixed methods emphasize that both quantitative

and qualitative viewpoints are useful for addressing questions, either in the course of a

single study or over the course of a multiphase program of inquiry [79]. Mixed-methods

approaches offer several advantages, including producing an enhanced understanding of

results through the use of complementary methods, avoiding biases intrinsic to single-

method approaches, and enabling the discovery of paradoxes that lead to a reframing of

underlying research questions [40], [59]. This last advantage, in particular, drove the use

of mixed methods in this dissertation.

The work included in this dissertation is grounded in a formative design study focused

on improving visualization tools for meteorologists in decision support roles. During

this design study, we encountered a variety of guidance conflicts between the domains

of meteorology and visualization that could not be explained by insufficient education

or a lack of adequate tools [14], [120]. Instead, these conflicts suggested that existing

visualization guidance may not have appropriately accounted for these design choices.

The meteorologists we worked with always visualized continuous 2D scalar fields with

discrete encodings: sets of isocontours, discretized color scales, or sets of glyphs based on

sampled locations. This behavior arguably violates the visualization principle of expres-

siveness, which states that a visual encoding should express all of the relevant relationships
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in the data and only the relevant relationships in the data [107], [126]. Additionally, like

experts in many other domains [13], [25], [38], [89], [214], meteorologists maintain strong

conventions that rely on rainbow color maps, even in the face of the widely enumerated

deficiencies of spectral schemes [8], [13], [14], [37], [83], [100], [119], [194]. In both cases,

however, there is conflicting literature that appears to support the existing meteorological

conventions. Work in cartography and geographic information systems (GIS), for example,

suggests that contouring aids the interpretation of continuous features [62], [76]. Similarly,

there is evidence to support the idea that segmented or discretized rainbow color maps

may represent a judicious use of color [18].

This dissertation uses the conflicts between visualization guidelines and meteorological

practice to motivate the reexamination of foundational research regarding the use of color

for visualization. Based on a deep understanding of how meteorologists utilize color

in practice, which we developed during this formative design study, we conducted a

series of quantitative studies designed to shed new light on the guidance conflicts that

we encountered. This dissertation provides new knowledge by refining multiple aspects

of the visualization community’s understanding of how color can and should be used to

encode 2D scalar data. It is grounded in an extensive literature review of the principles

of effective color-scale design, derived from our knowledge of both human perception

and visualization practice. Due to its grounding in the real-world domain practices in

meteorology, this dissertation also touches upon questions related to experimental control,

ecological validity, and the generalizability of research results both to and from highly

specialized, real-world contexts.

1.2 Contributions
The primary contribution of this dissertation is the revision and refinement of long-

standing visualization guidelines regarding the use of explicitly and implicitly discretized

color maps for encoding 2D scalar fields. This contribution is framed by a formative design

study, which provides insight into how color is commonly employed to visualize 2D scalar

fields in meteorological forecasting processes [145]. Subsequently, we cover how guidance

conflicts highlighted by this design study led to novel insights for our understanding of

color. One such conflict led to revised guidance regarding the role of discretized color in
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visualizing 2D scalar fields for a variety of tasks [137]. Another led to the refinement of

our understanding of the implicit discretization in rainbow color maps [146].

This dissertation also includes two secondary contributions. We discuss the trade-offs

among experimental control, ecological validity, and the generalizability of research results

through the lens of the various pieces of work comprising the dissertation: our meteoro-

logical design study [145], a pilot study aimed at improving ecological validity in assessing

the impact of uncertainty visualizations in meteorological forecasting [147], a web-based

study looking at the impact of discretization across routine meteorological tasks [137],

and a laboratory-based exploratory study designed to better understand the implicit dis-

cretization caused by popular spectral schemes [146]. Additionally, since this work col-

lectively constitutes a mixed-methods research program, we discuss how mixed-methods

approaches can efficaciously reconcile qualitative and quantitative visualization research

results. In particular, we believe that this dissertation illustrates that using qualitative

contributions from design studies to inspire and contextualize quantitative experimental

research it is not only possible but arguably advantageous.

1.3 Dissertation Structure
This dissertation collectively summarizes the requisite background for discussing its

contributions and then presents the individual pieces of formative and explanatory work

comprising it as an emergent multiphase mixed-methods research program. In Chapter 2,

we provide an overview of the color usage guidelines for 2D scalar fields found across the

research domains of visualization, cartography, and geospatial information systems (GIS);

and we briefly outline both the origins of the mixed-methods research paradigm and how

this paradigm relates to qualitative and quantitative research. Chapter 3 discusses the

formative qualitative work for this dissertation, detailing our meteorological design study

and what that design study taught us about the real-world practices of meteorologists

regarding color use for visualization [145]. Chapters 4 and 5 then outline two pieces of

explanatory follow-up quantitative work: a pilot study aimed at increasing ecological

validity in assessing the impact of uncertainty visualizations on the meteorological fore-

casting process [147] and a web-based study we designed and conducted looking into the

impact of discretized color on meteorological tasks. In Chapter 6, we then discuss our
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final piece of explanatory work: an exploratory laboratory study conducted to help us

understand the role of implicit discretization or hue banding in our perception of rainbow

color-mapped data [146]. Finally, the dissertation concludes in Chapter 7, where we sum-

marize our contributions, reflect on various insights garnered from our mixed-methods

research program as a whole, and outline potential directions for future work.



CHAPTER 2

RELATED WORK

This dissertation represents a mixed-methods research program focused on empirically

interrogating conflicts between existing visualization guidance and widespread domain

practices related to the use of color in visualizing 2D scalar fields. It is grounded in an

understanding of color-usage practices in operational meteorological visualizations, the

development of which we discuss in Chapter 3.

This chapter summarizes the related work for this research program, loosely dividing

it across two areas: our choice of subject and our choice of methodology. The primary

body of related work for this dissertation, discussed in Section 2.1, centers around the use

of color for visualizing scalar fields. Section 2.2, on the other hand, additionally situates

this dissertation within the body of mixed-methods research.

2.1 Color in Visualization
In addressing the subject of color encodings for 2D scalar fields, this dissertation builds

on an extensive body of work related to the use of color in visualizing data. To begin,

Section 2.1.1 outlines how the domains of visualization and cartography respectively use

color to represent 2D scalar data. Section 2.1.2 then discusses the general principles for

effectively designing discrete and continuous color scales. Section 2.1.3 highlights research

conducted regarding the operationalization of the visualization community’s color guide-

lines, and Section 2.1.4 reviews the comparatively limited research that has attempted to

validate those guidelines.

2.1.1 Color Encodings For Scalar Fields

A scalar field is a univariate mapping, where different points in space take different

values associated with some nonspatial attribute [126]. Scalar fields represent phenomena

that occur continuously over space and are commonly found in a diverse set of scientific
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domains, including geography (e.g., digital elevation maps), atmospheric sciences (e.g.,

temperature distributions), medicine (e.g., computed tomography scans), and more. For

spatial datasets, where spatial position acts as a key associated with different values for

some nonspatial attribute, color remains one of the most widely used and accepted ways of

conveying value information [24]. When used properly, color is extremely powerful, acting

as a simplifying and clarifying agent in communicating the intended information [41].

Although this statement holds true for the fields of cartography and visualization, how

color is used in those respective domains looks markedly different.

Cartographic map use is commonly separated into two distinct realms: private and

public [41]. The private realm of cartographic map use involves visual thinking with maps

and includes visualization activities, such as sense-making and data exploration, that help

the cartographer understand the relationships in their data through the use of unencum-

bered and unstructured symbolization [106]. The public realm of cartographic map use,

on the other hand, focuses on visual communication, emphasizing the use of abstraction

(e.g., classification) and structured symbolization to reduce complexity and organize in-

formation for presentation to others [41], [106]. In map design, the questions of whether

and how to classify data are often core to what the cartographer is trying to communi-

cate [41]. As a result, the use of discretized or classed color maps remains prevalent in

cartography [17], [41], [171], [188].

The cartographic emphasis on classification also leads to fundamentally different map

types based on the way that the underlying data are classified, as shown in Fig. 2.1.

Chorochromatic maps, for example, are used to show geographic areas that share the same

qualitative data classes [92]. Choropleth maps, on the other hand, are used to show how

values are aggregated or classified over a set of predefined areal regions or enumeration

units [92], [171].

For encoding the sorts of continuous phenomena represented by scalar fields, the rel-

evant map type is the isarithmic or contour map. Isarithmic maps use a series of isolines,

each individually connecting points of the same value within the map, to provide an im-

pression of a continuous surface [41], [171]. The addition of filled contours, also known as

hypsometric tints, is relatively common in isarithmic maps, despite the fact that this practice

can provide the misleading impression of a stepped surface [41], [171]. An isarithmic map
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(a) Chorochromatic map of Utah’s
ecoregions. Reprinted from [208].

Source:  U.S. Census Bureau, 2010 Census Redistricting Data Summary File
For more information visit www.census.gov.
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equivalent. Reprinted from [189].
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This north-facing escarpment is surrounded by irregular topography which has a relief of 1-5 meters and a 
dominant NE-SW lineation running at a diagonal to the escarpment.   Possibly, the escarpment lies along the 
boundary separating gently southward dipping, more resistant upper Devonian deltaic sands and silts, or an upper 
Devonian limestone bed which is more resistant than the marine shales to the north.  Alternately, the escarpment 
could have been formed along a preexisting fault, which had juxtaposed more resistant and less resistant strata.  
The escarpment is parallel to the inferred direction of flow of glacial ice advancing down the axis of the lake floor.  
Lack of large-scale irregularities along the edge of the escarpment probably reflects the likelihood that in the 
subglacial regime of erosion, any northward projections of the resistant eroding strata were sheared off due to the�
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The islands and reefs bordering and lying within the western 
basin have bedrock cores which are erosional remnants of the 
more resistant rock strata.  The islands and reefs occur mainly 
in two north-south bands, the western band (Bass Islands, 
Catawba Island, Middle and East Sister Islands) formed on 
erosional remnants of resistant upper Silurian dolomites of 
the Put-in-Bay and Raisin River Formations, and the eastern  
band (Marblehead Peninsula, Kelleys Island, Pelee Island) 
formed on erosional remnants of resistant lower Devonian 
limestones of the Columbus Formation.   The natural channels 
which occur in the straits between the Bass Islands and 
adjacent to these islands to the west are over deepened and 
have eroded/corroded through the limestone and dolomite 
bedrock. The deepest channel depth is the 19-meter Starve 
Island Deep located between the southern�most Bass Island 
and Marblehead Peninsula.  
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Point Pelee Ridge includes Point Pelee and 
extends offshore south-southeastward for a 
distance of about 10 kilometers, where it 
ends abruptly.  This ridge has 6-8 meters of 
total relief and extends up to depths of less 
than 5 meters.  Previous interpretations 
have presented Point Pelee together with 
Point Pelee Ridge as moraine associated 
with the Pelee-Lorain Ridge on which 3500 
years before present-to-recent sand 
deposits have been concentrated.  Since 
3500 years before present, the subaerial 
extent of Point Pelee has diminished as a 
consequence of continued rising water�
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Extending to the east of the Point Pelee Ridge is the Point Pelee Fan, a fan-shaped 
delta-like body of sediments which crests at 11-12 meters below present lake 
level.  This fan is recognizable down slope to a depth of 18 m and it extends as far 
south as the Pelee-Lorain Ridge.  Because of its crestal depth of 11-12 meters, we 
believe that this fan may have been principally formed at the time when the lake 
level was about 10-15 meters lower than at present, prior to deposition of the 
shallower 3500 years before present to present sands on the Point Pelee Ridge.  If 
this fan is in fact a relict shoreline feature, it may have been formed by the Detroit 
River when the Port Huron outlet from Lake Huron was first opened up and the 
newly formed Detroit River was eroding its channel and bringing a heavy load of 
sediment into Lake Erie.
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The Long Point-Erie Ridge is a broad (14-22 kilometers) arcuate ridge of 5-10 meters overall 
relief, capped by complex topography, extending upward to minimum depths of 10-15 
meters, and extending across the lake floor from near the inshore end of the Long Point 
Spit, almost to the Presque Isle Spit at Erie, PA. This feature has been interpreted as an end 
moraine formed during the last major re-advance of glacial ice into the Eastern Erie Basin.  
Overall shape of the Eastern Erie Basin, and the arcuate shape and topography of the Long 
Point-Erie Ridge, as seen in this new bathymetry, strengthens the interpretation that this 
feature is an end moraine.
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A ridge extending westward along the north wall of the Pennsylvania Channel 
suggests a �natural levee� in which sediments eroded from the southern end of the 
Long Point-Erie Ridge are carried westward and deposited as overbank deposits.  
This channel is the location of strong return flow from the Eastern Erie Basin to the 
Central Erie Basin, which is set up during and following periods of strong frontal 
winds blowing from west to east longitudinally down the length of the lake surface.  
Such winds transport surface water eastward, raising lake levels in eastern Lake Erie 
and requiring a compensating westward flow at depth once equilibrium is reached, 
or following relaxation of the strong winds.  This pattern of water flow occurs at 
present, but it may have been stronger when lake levels were lower.
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This is one of the most prominent topographic features in Lake Erie, extending about 35 
kilometers east-southeastward from the Ontario shore out into the Eastern Erie Basin. The spit 
is a late Holocene to recent depositional feature constructed of sand eroded from the Ontario 
shore cliffs to the west and brought eastward and deposited by long shore drift.  Steep slopes 
and 55 meters of relief, the highest lake floor relief in Lake Erie, separate the Spit from the floor 
of the Eastern Erie Basin, direct physical evidence of its recent depositional origin.
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The floor of Lake Saint Clair is very shallow, with the deepest point lying 
just in excess of 6 meters.  Deep water sea lanes are therefore dredged 
channels across the extent of the Lake.  Microtopography formed by 
dumping of dredge spoils is present on either side of the dredged sea 
lane channel.  Other small-scale topography, including a north-south 
ridge extending northward from the south shore, may be anthropogenic 
in origin.  The delta of the Saint Clair River is the dominant feature of the 
Lake.  This platform of deltaic deposits has been built out into the Lake, 
the outer edge of which is bounded by foreset slopes extending 
downward from platform depths of less than one meter to more than 3 
meters depth.  
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A small, narrow arcuate ridge having a few meters relief occurs 
8-15 kilometers west of, and approximately parallel to, the Long 
Point-Erie Ridge.  This ridge, probably glacial in origin, is unusually 
linear for a topographic feature.  It extends southward from the 
Ontario coast across more than half the width of the Lake.  
Although its exact origin remains a mystery, it has some of the 
morphological characteristics of an esker. 
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The Pelee-Lorain Ridge extends southeastward from Pelee Island almost to the Ohio 
shore.  Previously it was assumed that this low ridge was continuous between Point 
Pelee and its southern terminus near the Ohio Shore.  This new bathymetry shows 
clearly, however, that the Pelee-Lorain Ridge is not continuous with Point Pelee, but is 
instead continuous with Pelee Island, 20 kilometers to the southwest!  This ridge has 
been interpreted as an end moraine probably associated with a re-advance of the 
retreating Wisconsin Ice Sheet, and probably correlating with the proglacial Lake�
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Areas of exposed bedrock, characterized by a fine-scale topography, have 
been identified off the southern shoreline west and east of Vermilion, and east 
of Lorain, Ohio.  Several ledges are clearly delineated; as many as three 
separate ledges occur in parts of both areas.  These ledges are presumably the 
erosional surface expression of stratification or jointing in the underlying 
upper Devonian shales. Other areas of exposed bedrock occur around the 
lake, especially along the shoreline of the Eastern Erie Basin. 
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The southern shore bordering the Eastern Erie 
Basin is straighter than the northern shore and 
is relatively free of coves and inlets.   Middle 
and upper Devonian marine shales and 
terrigenous siltstones of the Hamilton, 
Genesee, Sonyea, West Falls, Java, and 
Canadaway Groups, in ascending order, crop 
out along the shore. These Devonian strata 
intersect the shore at a low angle and extend 
westward beneath the Lake.
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An irregular shoreline underlain by relatively resistant bedrock, capped by only a thin mantle of 
glacial drift, characterizes the northern shore of the Eastern Erie Basin.  Bedrock outcrops occur at 
several locations along the shore.  The irregularities of the shoreline are continuous with NE-SW 
trending ridges and valleys which extend offshore.  These ridges are formed in relatively resistant 
basal limestones of the Devonian (Bois Blanc and Dundee Limestones in Ontario; continuing 
eastward as Bois Blanc and Onondaga Limestones in New York State).#BUIZNFUSJD�$PNQJMBUJPO�
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Canadian Hydrographic Service (CHS) 
surveys: track spacing < 500 m

CHS surveys:  track spacing from 
180 to 200 m

CHS surveys:  track spacing < 250 m

CHS surveys:  track spacing 
from 15 to 60 m

Digital U.S. National Ocean Service 
(NOS) hydrographic soundings

NOS surveys:  track spacing < 500 m

Lake floor feature names have been approved by the U.S. Board on Geographic Names.
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1) A succession of Paleozoic (250-500 million years before present) strata were deposited
over the region, including the easily erodible Devonian (350-400 million years before 
present) shallow water marine shales and carbonates into which the Lake Basin was 
eroded.

2) An elaborate system of drainage channels was incised into the Paleozoic bedrock
during post-Paleozoic, pre-glacial time when the region was elevated above sea level.  

3) Repeated episodes of glacial erosion excavated the lake basin during Pleistocene time
(0-2 million years before present).

4) Final retreat of glacial ice from the area about 13,000 years before present left in place
a topographic surface formed by erosion of bedrock and by deposition of sediments 
underneath and near the margins of the ice sheet. 

5) Lake floor topography was modified following deglaciation by deposition and current
sculpting of sediments on the lake floor.  Anthropogenic effects of dredging and mining 
also contributed to topographic modification.  

-BLF�&WPMVUJPO #BUIZNFUSJD�$PNQJMBUJPO

Continuing cooperative effort between NOAA 
and the Canadian Hydrographic Service has 
resulted in the completion of this bathymetry.  
The bathymetry was compiled mostly at scales 
ranging from 1:2,500 to 1:100,000, using the 
entire historic hydrographic sounding data base 
from the United States and Canada.  The contours 
have been registered to the NOAA nominal scale 
1:80,000 digital vector shoreline.

In some areas, such as along the Canadian shore, 
greater detail is seen in the contours than in other 
areas.  This is a natural consequence of differences 
in the trackline spacing of the bathymetric 
surveys used in the compilation.  The bathymetry 
XBT raster scanned and vectorized, and JT  
available BT�digital data and�JNBHFSZ� 

(c) Isarithmic map (with hypsometric tints) of bathymetry. Reprinted from [131].

Fig. 2.1. Examples of the (a) chorochromatic, (b) choropleth, and (c) isarithmic cartographic
map types. These maps are reproduced courtesy of the United States (U.S.) Environmental
Protection Agency (EPA), the U.S. Census Bureau, and the U.S. National Oceanic and
Atmospheric Association’s (NOAA’s) National Centers for Environmental Information
(NCEI), respectively.
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with hypsometric tints is, in effect, a discretized or segmented color encoding of a 2D scalar

field. Continuous color encodings technically exist in cartography (e.g., continuous-tone

maps [93] and unclassed choropleths [33]), but they are not commonly employed.

In contrast, the field of visualization tends to focus on sense-making and data explo-

ration tasks, where understanding a wide variety of relationships in the data becomes

important [126],[210]. This emphasis motivates the foundational visualization design prin-

ciple of expressiveness, which states that a visual encoding should express all of the relevant

the relationships in the data, and only the relevant relationships in the data [107], [126].

For color encodings of continuous phenomena, such as those represented by 2D scalar

fields, a strict reading of the expressiveness principle implies that a continuous color map

should be used. Admittedly, portions of the visualization community advocate for the

more nuanced claim that “significant” data differences need to be preserved by the color

map [152], where the notion of significance depends on the data and tasks. Regardless

of whether the data are truly continuous or quantized in some meaningful way, however,

the literature generally recognizes that the mapping from data to colors itself should be

continuous [95], [155]. Moreover, other work specifies that for isomorphic representations

of continuous data, where the goal is to faithfully reflect the structure in the data, the visual

dimension must appear continuous to the user [8]. As a result, continuous color maps are

far more prevalent in visualization than in cartography.

Bergman et al. [8] provide one of the only explicit discussions about encoding continu-

ous data discretely in visualizations. They argue that using a discretized color map on con-

tinuous data is useful for segmentation tasks, where the goal is explicitly to show multiple

features. This goal is precisely the aim of cartographic abstraction. Similar to other work in

cartography [61], recent work by Görtler et al. investigates the potential benefits of further

applying discretization to the spatialization of 2D scalar fields via stippling [63]. Although

stippling represents an interesting research avenue, this dissertation focuses specifically on

color encodings for continuous spatial representations of scalar fields. Notably, however,

we also see an emphasis on segmented color encodings for continuous data in the literature

on transfer functions.

Transfer function design explores methods and techniques to specify different optical

properties, including both color and opacity, for different portions of volumetric datasets.
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Transfer functions are predominantly used to classify materials based on features in three-

dimensional (3D) scalar fields [49]. The transfer function’s implicit role as a classifier stems

from necessity. In a 3D scalar field, it is simply not possible to show “all the relevant rela-

tionships in the data”; some data relationships will become occluded. These classifications,

however, are time-consuming to generate manually [139]. This reality has led to a variety

of attempts to automate or optimize data classification based on the underlying data fea-

tures [54], [85], [193]. These efforts parallel work in cartography focused on generating

contour sets driven by the features in 2D scalar fields [62]. We also see parallels in the

methods associated with representing either classification errors or uncertainty informa-

tion within both the transfer function [104] and cartographic [44] literature.

As this dissertation aims to reevaluate certain aspects of the existing guidelines regard-

ing color usage in visualizations of 2D scalar fields, we focus our remaining discussion on

the literature related to the creation and evaluation of both discrete and continuous color

maps.

2.1.2 Principles of Effective Color-Scale Design

When used effectively, color is is both compelling and advantageous. It acts as a simpli-

fying and clarifying agent in communicating the intended information [41]. Additionally,

as Bertin notes, “color exercises an undeniable psychological attraction,” creating richer

experiences that both capture and hold attention and improve information retention [10,

p. 91]. When used ineffectively, however, color is known to obscure data and even mislead

users [157].

For the most part, the notion of effective color usage traces back to a core set of un-

derlying principles. Cartographers initially developed many of these principles [17], [171],

but research in the domains of perception, design, and visualization has, since, refined

them [155], [158], [195]. The language used to describe these principles, however, has not

always been consistent [24].

As Bujack et al. point out, the literature regarding color guidance not only has authors

using the same term to refer to different color-map properties but also has authors using

different terms to refer to the same concept [24]. Trumbo originally proposed order and

separation as standard rules in the construction of both univariate and bivariate maps [188].
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Trumbo’s principle of order states that if the underlying data values have an order, then

the colors used to represent those values should be perceived as ordered. Similarly, his

principle of separation declares that any important differences in data values should be

perceived as different. Around the same time, Pizer argued that color maps should be

perceptually linearized so that equal changes in data value are perceived as equal changes

in the color map [140]. Pizer’s notion of equal changes, however, is logically implied by

Trumbo’s principles of order and separation, and vice versa. Both order and separation are

preserved if equal differences from distinct values are perceived as equivalent in distinct

portions of the color map. Notably, Levkowitz and Herman also proposed a similar set of

principles (order; uniformity and representative distance; and no boundaries), which they used

to devise a linearized optimal color scale [95]. Levkowitz and Herman’s linearization,

however, enforces a straight line in color space, whereas Pizer’s linearization establishes

equal perceptual distances between colors.

Some of these differences stem from the specific contexts for which these guidelines

were created. Compare, for example, the contexts surrounding Trumbo’s principle of sep-

aration and Pizer’s notion of equal values. Trumbo made his recommendations for map de-

sign [188], which predominantly focuses on communicating abstracted relationships [41].

The nature of abstraction emphasizes preserving and communicating important differ-

ences. Pizer, in contrast, designed his recommendations for a visualization context that

emphasizes extracting patterns and relationships. Separating signal from noise within

data, however, requires searching for similar values.

Given the redundancies and ambiguities present in the existing language surround-

ing color-scale design, Bujack et al. propose a new standardized taxonomy for the core

principles of color-scale design based mainly on mathematical definitions [24]. Bujack et

al. summarize the perceptual rules associated with effective color-map design according

to: 1) local and global discriminative power; 2) local and global uniformity; 3) local and

global legend-based order; 4) local and global intuitive order; and 5) smoothness. In

this taxonomy, discriminative power relates to color distinguishability, uniformity relates

to the perceived distances between colors, legend-based order means that the legend has a

logical order, and intuitive order means the perceived order does not require looking at the

legend [24]. Smoothness is the only concept in the taxonomy without a mathematical defi-
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nition [24], but the basic idea of smoothness is that color maps should not have artificially

perceived color boundaries or hue bands.

2.1.3 Enabling Effective Color Usage

Over the years, the principles of effective color usage have become the backbone for

a variety of guidelines, techniques, and systems designed to help users employ color

more effectively in visualizations [169], [213]. Several common guidelines center around

specific data conceptualizations, resulting in distinct behaviors for encoding categorical

(i.e., qualitative), sequential, and diverging data [8], [17], [119], [126], [196], [212]. It is com-

monly recommended, for example, that categorical or qualitative data are encoded using

differing hues with similar levels lightness [17], [19], [126]. For encoding quantitative data,

on the other hand, a sequential or diverging color scheme is recommended depending

on whether the data range has a critical midpoint of interest [8], [17], [119]. Because the

human visual system is incredibly sensitive to changes in lightness [196], it is most often

recommended that both sequential and diverging color schemes maintain ordered steps

in lightness [17], [19], [126] (c.f., Bergman et al. argue that ordered changes in saturation

are more appropriate for data with predominantly low-spatial-frequency information [8]).

These guidelines lie at the core of many of the proposed techniques and generative systems

for creating color maps [8], [57], [119], [203], [212].

A significant amount of work has specifically focused on helping users choose effec-

tive discrete or segmented color palettes. Notable examples include ColorBrewer.org,

which suggests a set of expertly designed color palettes based on the user’s needs and

data characteristics [66] (see Fig. 2.2 for examples); a technique, outlined by Wijffelaars

et al., for automatically generating a larger set of “Brewer-like” palettes using intuitive

parameters [203]; Colorgorical, a tool that automatically generates discriminable and aes-

thetically preferable categorical color palettes by combining perceptual optimizations with

user design constraints [57]; and an interactive constraint-based system for palette-space

explorations created by Mellado et al. [114].

A variety of publications have also focused on improving or optimizing discrete color

palettes. Both Healy [67] and Heer and Stone [68] leverage the notion of color categories to

create color palettes that are more differentiable. Lin et al. [97] and Setlur and Stone [166]
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(a) qualitative (b) sequential (c) diverging

Fig. 2.2. Example ColorBrewer [66] palettes illustrating Brewer’s design guidelines1 [17],
[19] for a) categorical, b) sequential, and c) diverging color scales.

introduce techniques for taking advantage of semantic resonance for generating palettes

by selecting colors based on their appropriateness for specific categories. Recent work

by Bartram et al. shows how color and palette properties can be manipulated to achieve

affective expressiveness [7]. Additionally, Walden et al. further expand the notion of a

discretized color palette by introducing an adaptive, hierarchical color-mapping technique

that interactively alters the color map based on semantic zooming [192].

Even though discrete color palettes are sometimes used to visualize 2D scalar fields in

the visualization community (for example, when dealing with ordinal data or segmenta-

tion tasks [8]), visualization practitioners generally use continuous color scales. Several

techniques and systems have explicitly focused on helping users select or create appro-

priate continuous color scales. The PRAVDA color system created by Bergman et al., for

example, uses a similar set of guidelines to those proposed by Brewer [17] in order to

create a recommender system for color maps based not only on data type, but also on

the spatial frequency of the data and users’ tasks [8]. Ken Moreland created an algorithm

for generating perceptually uniform diverging color maps that largely follows Brewer’s

guidelines and that he used to produce a cool-warm color map specifically designed for

visualizing scalar fields in scientific visualizations [119]. Further, Yoo et al. present a novel

system for reassigning continuous color scales in existing visualizations of 2D scalar fields

using an order-preserving method for decolorization [211].

1Brewer’s design guidelines [17] represent the oldest reference for many of the guidelines now commonly
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Because the underlying principles for effective color usage are the same, a handful of

work applies equally to both discrete and continuous color maps. Tominski et al., for

example, developed recommendations for task-driven color-scale design that apply to the

creation of both discrete and continuous color scales [186]. Additionally, Mittelstädt et

al. created a methodology and tool to assist users in designing continuous and discrete

color maps for combined analysis tasks [117]. A series of papers have also focused on

using engineering models for approximating color differences to adapt both discrete color

palettes and continuous color scales to account for web-based viewing conditions [180],

color-size effects [176], and common visualization mark types [179].

2.1.4 Evaluating Color Usage

A variety of empirical methods have been proposed to assist in the process of eval-

uating or improving color-map quality. In the “Which Blair Project,” Rogowitz et al.

introduced a quick visual method for evaluating the luminance monotonicity of a given

color map [158]. Kindlmann et al. extended this idea to allow for luminance matching

on uncalibrated monitors and showed how their method could be used to generate new

color maps with desired luminance properties [86]. Additionally, Ware et al. recently

introduced a method for evaluating a color map’s capacity for feature resolution and

ran a crowd-sourced study to assess discriminative power and uniformity within various

commonly used color maps [194], [198].

A handful of studies have also expressly focused on evaluating color-mapping choices.

Brewer empirically evaluated several of her proposed schemes using choropleth maps [18],

[20], although the extent to which the results generalize either to visualizations of scalar

fields or to the use of continuous color maps is not clear. Ware ran a set of experiments

designed to assess the impact of different color maps on both metric reading and form

comprehension tasks in 2D scalar fields, finding evidence to support the idea that a color

map can reduce simultaneous contrast effects by varying nonmonotonically in at least one

considered good practices by the visualization community [119], [126]. Although Brewer specifically outlined
her guidelines in relation to discrete color scales [17], soon after, Bergman et al. proposed similar guidelines
for continuous color scales [8]. Interestingly, the conflation of Brewer’s guidance with common visualization
practice has led to Brewer’s hand-designed palettes [17],[66] being used as a basis for ”good” continuous color
scales [13], [100], [150], under the untested assumption that the color scales’ desired properties are maintained
through linear interpolations in the RGB color space.
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color-opponent visual channel [195]. Kalvin et al. conducted an experiment evaluating

people’s ability to detect modulations in luminance, hue, and saturation across different

spatial frequencies and color spaces [83]. Their results suggest that luminance variation

is essential for conveying high-spatial-frequency information [83]. Additionally, Borkin et

al. evaluated the efficacy of a rainbow color map compared to a red-black diverging color

scheme in both 2D and 3D visualizations using a real-world, medical-diagnostic task [13].

In the last couple of years, there has been a resurgence of work evaluating color maps.

Reda et al. recently ran a set of crowd-sourced experiments to determine how the percep-

tion of 2D scalar fields is affected by color-map characteristics and spatial frequency [150].

Liu and Heer recently conducted experiments designed to assess the impact of single and

multihue color schemes on relative distance judgments within various color maps [100].

Also, Dasgupta et al. recently supervised a study assessing the impact of both luminance

monotonicity and hue banding on climate modeling tasks [37].

Collectively, the results of these experiments support many of the visualization com-

munity’s existing guidelines. Liu and Heer’s results [100], for example, further support

the recommendation to employ color maps that both increase monotonically in luminance

and cycle through a range of hues [126],[195]. Not all of the results, however, are consistent

with prior visualization guidance. Reda et al., for example, found no differences between

hue-, saturation-, and luminance-varying ramps for low-spatial-frequency data [150], con-

trary to longstanding guidance [8], [83], [160]. Inconsistencies like this underscore the fact

that we still do not fully understand how people perceive and use color. This disserta-

tion further refines our understanding of color perception and color usage by explicitly

investigating conflicts between visualization guidance and real-world practices.

2.2 An Introduction to Mixed Methods
Whereas the previous section provided context regarding the subject of this disserta-

tion, here, we focus on methodology. This section provides a primer for mixed-methods

research and outlines how the work presented in this dissertation fits into the mixed-

methods paradigm.

Mixed methods are increasingly considered a third major paradigm for research in the

social and health sciences, in addition to the longstanding quantitative and qualitative
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research paradigms. Over the years, diverse viewpoints regarding the definition of mixed

methods have led to inconsistencies and variation in the way that scholars conceptualize

mixed methods [32], [40]. Although there is not currently a single accepted definition of

mixed-methods research, a few accepted criteria have been deemed important in designing

and conducting a mixed-methods study or research program [32], [79].

The first criterion for mixed-methods research is that it involves the collection and

analysis of both qualitative and quantitative data, and specifies a sequencing of both the

qualitative and quantitative elements across the data collection and analysis [32]. This

involvement could mean concurrently collecting both types of data, merging them into

the same analysis; sequentially collecting each type of data, allowing one set of results

to build upon the other; or even embedding one set of methods within the other. Ad-

ditionally, mixed methods may prioritize one or both types of data, depending on the

research emphases [32]. They are always, however, explicit about the manner in which

the quantitative and qualitative procedures relate [40]. Mixed methods may be employed

in either a single study or in multiple phases of a program of study [32], [79]. Finally, the

procedures may or may not be framed within a particular philosophical world-view or

theoretic lens, such as philosophical pragmatism [32], [40].

Mixed-methods approaches are commonly used to improve accuracy, to produce a

more complete picture by combining information from complementary kinds of data or

sources, as a means of avoiding biases intrinsic to single method approaches, or as a way

of developing one’s analysis and building upon initial findings using contrasting kinds of

data or methods [40], [59]. According to Creswell and Plano Clark:

The research problems best suited for mixed methods are those in which one
data source may be insufficient, results need to be explained, exploratory find-
ings need to be generalized, a second method is needed to enhance a primary
method, a theoretical stance needs to be employed, [or] an overall research
objective can be best addressed with multiple phases or projects [32].

Because researchers are allowed to use all of the data collection tools available to them,

they can begin to answer questions that they could not or would not have answered

through the use of either quantitative and qualitative methods alone.

Mixed methods also encourage the use of multiple world views, paradigms, and on-

tologies [32]. Quantitative research builds heavily on a postpositivist ontology, where there
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is a shared sense of truth or reality and where knowledge is objective. This foundation

leads to a focus on top-down or deductive methodologies, where theory leads to a hypoth-

esis, which leads to data collection, which finally leads to the confirmation or rejection of

that hypothesis. Qualitative research, on the other hand, is often based on a constructivist

ontology, where all knowledge is inherently subjective. Because of this different basis,

qualitative methodologies tend to be bottom-up or inductive, where participants’ responses

are used to build broader themes and where theory is subsequently generated to connect

those themes. Mixed methods, by comparison, are often considered to be based on a

pragmatic philosophy, which focuses on examining practical consequences and empirical

findings as a way to facilitate understanding and knowledge generation [78]. This under-

pinning leads to methodological choices oriented toward “what works” in practice.

Mixed-methods research, however, has its own set of challenges. Interested researchers

need expertise in both quantitative and qualitative data collection and analysis techniques,

as well as an understanding of how those methods provide knowledge through rigor,

reliability, validity, experimental control, and generalizability [32]. Mixed methods also

have increased demands for time and resources compared to an individual quantitative or

qualitative study [32]. The most substantial challenge, however, is that the comparative

novelty of mixed methods can make it difficult to convince specific scholarly communities

of the benefits of mixed-methods approaches [32]. In healthcare fields, for example, qual-

itative research results are sometimes accepted only to the extent that they support or fit

into the field’s predominantly quantitative paradigm [79].

Despite these challenges, however, the mixed-methods paradigm can be useful for

visualization research. Mixed methods have been growing in popularity in HCI [190] and

have successfully been employed in diverse research projects ranging from human factors

and ergonomics research in healthcare [26] to the evaluation of gameplay [96] to studies

of technology in the home [115]. Because of this popularity, we are now beginning to

see mixed-methods approaches used in visualization research. Fonseca et al. conducted a

mixed-methods study to evaluate the motivation and satisfaction of architecture students

with interactive and collaborative tools for visualizing 3D architectural models [53]. Also,

recent work by Hung and Parsons outlines how a mixed-methods approach was used to

assess user engagement with information visualizations [74]. None of this work, how-
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ever, provides any real guidance regarding the specific type of mixed-methods program

described in this dissertation.

In this dissertation, we outline our use of an emergent, multistudy mixed-methods

research program and describe how this mixed-methods program has led to the revision of

multiple longstanding guidelines regarding the use of color in visualizing 2D scalar fields.

Although we are not claiming this dissertation makes contributions to mixed-methods

research, we do believe that there is a clear need for better integration of qualitative and

quantitative research within visualization and that the work presented in this dissertation

demonstrates that mixed methods are one possible way to address this need.



CHAPTER 3

VISUALLY COMPARING WEATHER

FEATURES IN FORECASTS

In Chapter 1, we outlined how the contributions of this dissertation are grounded by

a formative design study conducted with meteorologists. Here, we present a detailed

overview of that initial design study and its role in the emergent mixed-methods research

program that we employ to address guidance conflicts related to the use of color in visu-

alizing 2D scalar fields.

Faced with the problem of quickly extracting relevant information from vast quan-

tities of simulated data, meteorologists primarily rely on visualizations for locating and

relating weather features, which they use to make subsequent forecasts. We set out to

conduct a design study focused on correcting common visualization challenges in this

forecasting processes. During this design study, however, conflicts between visualization

and meteorological conventions left us with open questions related to the generalizability

of the guidance from both domains. Were these meteorological conventions entrenched

artifacts of domain history and culture, or did they, instead, highlight potential gaps in the

understanding of visualization researchers? The need to better understand these guidance

conflicts became the motivation for this dissertation.

In this chapter, we discuss the original motivations and contributions of our design

study; we outline the problem characterization that we developed for meteorological fore-

casting and how that problem characterization influences the use of color in meteorological

visualizations; and, finally, we reflect on how this design study informed the subsequent

work detailed in this dissertation.

3.1 Design Study Motivation
A wide variety of domains depend on weather predictions for making critical deci-

sions, such as wildfire response, avalanche prediction, and hurricane evacuation. Mete-
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orologists working in these domains make predictions based on numerically simulated

forecasts, the outputs of which include many different variables and time points. Fur-

thermore, as with most numerical simulations, various sources of error lead to inherent

uncertainty in the resulting forecasts. In order to account for some of this uncertainty,

forecasts can use multiple simulations to sample the space of possible outcomes, creating

an ensemble of results for each variable and time point.

Because the simulations are large and computationally expensive, only a few big gov-

ernmental and intergovernmental agencies run and distribute the majority of the forecast

simulations. The quantity of resulting data is substantial, on the order of hundreds of

gigabytes for a single day’s forecasts, which has fostered a prevalence of tools and third-

party organizations that create static visualizations of the forecasts for use and distribution.

The challenge for the meteorologists who use these visualizations is that these tools and

third-party organizations produce visualizations with vastly different visual conventions,

many of which go against well-known visualization principles, and seldom offer support

for exploring the uncertainty in the simulations.

To better understand these challenges, we conducted a 2-year design study that in-

volved meteorologists in decision-making contexts across a variety of application areas

ranging from wildfire prediction to air quality assessment. We identified two common

visualization challenges. The first challenge stemmed from meteorologists attempting to

mentally integrate information from sets of visualizations with inconsistent and even con-

flicting visual encodings. The second challenge involved the limited support for working

with ensemble forecasts, which at the time included no effective methods for the direct

comparison of multiple features across an ensemble.

In addressing these two challenges, this work included several contributions: a char-

acterization of both the problems and data associated with meteorological forecasting, a

concise treatment of which we were unable to locate in the existing body of visualization

research; a data-driven formulation of informed, default encoding choices that integrate

existing meteorological conventions with sound visualization principles; and, as a sec-

ondary contribution, the extension of state-of-the-art-techniques for visualizing ensem-

bles to enable the direct comparison of multiple meteorological features. We evaluated

these contributions with our collaborators by integrating them into WeaVER, a proof-
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of-concept system for weather visualization encoding recommendations packaged into

an open-source tool for visualizing weather forecasts. As a final contribution, we also

reflected on the challenges and pitfalls that we encountered while working in the domain

of meteorology.

3.2 Design Process
Over the course of this design study, we worked closely with meteorologists from a

variety of domains. Our collaborators included two meteorologists supporting resource

allocation decisions for wildfire emergency management in the southwest region of the

United States; a meteorologist working with air quality simulations for Utah’s state-level

regulatory Department of Air Quality; a meteorologist in the Science and Technology

Infusion Division of the National Weather Service; and a professor in the Department of

Atmospheric Sciences at the University of Utah who specializes in cold-weather mountain

climatology and runs a popular public-facing blog about winter weather and ski condi-

tions along the Wasatch Front.

Our design process was heavily influenced both by the nine-stage framework of Sedl-

mair et al. [165] and by the processes and recommendations for human-centered design in

geo-visualization outlined by Lloyd and Dykes [101]. We began with a series of contextual

interviews where we observed the daily workflows of several of our collaborators. These

formative interviews shaped our initial domain problem characterization. Due to our lack

of background knowledge in meteorology, we sought assistance from the Atmospheric

Sciences Department at the University of Utah, which led us to several other collabora-

tors. A series of additional interviews with these individuals led to insights that added

significantly to our understanding of the tasks and workflows of meteorologists.

We then moved on to a prototyping phase that began with the parallel development of

multiple wireframe prototypes. After an internal review, we integrated the designs from

our parallel prototyping session into a full-scale paper prototype that we presented to

our collaborators for feedback. We then created additional digital prototypes that focused

separately on the ideas of informed, default encodings and directly visualizing multiple

features across ensembles. We subsequently presented the digital prototypes to our col-

laborators in three separate feedback sessions and integrated the resulting feedback into
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the development of WeaVER, the open-source tool that we created as a full-scale proof

of concept for evaluating our proposed ideas, as described in Section 3.7. WeaVER was,

in turn, presented to our collaborators for additional tweaks and final evaluation, as we

discuss in Section 3.8. We also include an expanded overview of our early wireframe,

paper, and digital prototypes in the supplemental materials2 for this dissertation.

3.3 Foundations in Weather Forecasting
From the outset of our design study, it was clear that many of the meteorological

visualizations used in operational forecasting settings employ conventions that conflict

with visualization principles. Our collaborators were attempting to integrate information

from collections of visualizations from disparate sources that employ conflicting and often

ineffective encoding choices, especially regarding color. The reason for this stems, in large

part, from the way that meteorological visualizations are used in the forecasting process.

In this section, we provide a problem characterization and data abstraction for weather

forecasting, based on the tasks and workflows of our collaborators in meteorology. We

also discuss the role of visualization in these workflows at the time of the design study,

outlining the needs that we identified for improved visualization methods.

3.3.1 Problem Characterization

In general, a weather forecast refers to one or more outputs of numerical weather predic-

tion simulations. The simulations are run using various models, parameterizations, input

conditions, and boundary conditions in order to simulate different sets of variables over

varying geographical extents, predictive time frames, and grid resolutions. To ensure that

meteorologists have the most up-to-date information, many of these simulations are run

multiple times throughout the day.

There are two main types of forecasts: deterministic forecasts and ensemble forecasts.

Deterministic forecasts are the output of a single simulation. Ensemble forecasts, on the other

hand, are a collection of two or more simulation outputs that cover overlapping geograph-

ical extents and predictive timeframes, but use different models, different parameteriza-

2All supplemental materials for this dissertation have been archived in a Github repository, which can be
found at: https://github.com/samquinan/DissertationSupplement.
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tions, or different initial or boundary conditions. The simulations comprising an ensemble

are generally run at lower resolutions than their deterministic counterparts due to limited

computational resources. Because each simulation, or member, within an ensemble repre-

sents a possible forecast outcome, the ensemble as a whole can be thought of as sampling

the space of possible forecast outcomes, providing a mechanism for approximating un-

certainty in the simulation process. This uncertainty may be due to the propagation of

initial error through the simulation, the use of approximations in modeling the underlying

physical processes, or numerical error within the computation itself. These various sources

of error grow over the predictive time frame, propagating to successively larger scale

features, thereby increasing the divergence among the different simulations [170].

Due to the associated computational complexity, many organizations that rely on fore-

casts have neither the time nor the resources to run weather simulations. Consequently,

the majority of the weather forecast simulations used today are run by a small number

of large governmental and intergovernmental organizations such as the United States’

National Oceanic and Atmospheric Administration (NOAA) and the European Centre for

Medium-Range Weather Forecasts (ECMWF) — we collectively refer to these organiza-

tions as gatekeepers [165]. For the many meteorologists who rely primarily or solely on

the forecasts run and disseminated by these gatekeepers, predefined choices of models,

variables, and grids become limiting factors in all weather predictions and decisions.

The workflows of most meteorologists center around the tasks of locating and relating

specific features. Features generally correspond to events, trends, or boundaries: a cold

front, a low-pressure system, the freezing point temperature boundary, etc. Meteorologists

rarely base their decisions on a single feature; rather, they look for the intersection of mul-

tiple features. The threshold for critical wildfire conditions, for example, equates to sur-

face temperatures above 60°F, surface relative humidity under 20%, and sustained surface

winds over 20 mph [182]. Meteorologists also rely heavily on experiential knowledge in

making judgments based on features. When a simulation’s resolution does not accurately

resolve mountainous terrain, for example, the resulting forecasts will fail to show major

precipitation events; yet one of our collaborators can often still accurately predict those

precipitation events. By looking at the same forecasts day after day, meteorologists begin

to recognize patterns in how the simulations’ biases relate to their specific problems and
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begin to account for those biases in their decision-making process.

We observed that meteorologists generally use visualizations in order to understand

the big-picture status of a forecast. Many meteorological visualizations, however, fail

to present the forecast data in a way that enables good visual comprehension of feature

relationships. As we will go on to discuss, this is due to both the problematic usage of

visual encodings and unsatisfactory methods for relating features across ensembles. As a

result, meteorologists are often forced to look at a large number of visualizations to locate

all the features relevant to their current problem, mentally aggregate those features, and

then use that aggregated mental model to make their judgments [187]. As one collaborator

summarized, “Forecasters are dealing with a firehose of data, and they need to be able to process it

fast.” Pattern recognition plays a critical role in this regard, but only if an individual can

look at a consistent set of visualizations over time.

Various tools and systems exist for visualizing forecast data, but many third-party

organizations also take the same data, derive additional data products, and release static

visualizations over the web. These visualizations are often created using the same or

similar tools to those to which meteorologists already have access. In some cases, however,

these third-party visualizations provide access to new or experimental research not yet

integrated into available forecasting tools, such as derived probabilistic predictions for

dry lightning [15]. Other times the data have been postprocessed or bias-corrected to

target specific meteorologists’ problems, as is the case for a large number of visualizations

generated by the Storm Prediction Center in Norman, OK [177]. Sometimes the third-party

visualizations are more straightforward to use or more readily available outside the office.

Whatever the reason, bookmarks and browser tabs for accessing a combination of these

static visualizations factor heavily into the workflows of the majority of our collaborators.

As Fig. 3.1 illustrates, different variables within a forecast are visualized using a variety

of encodings. The visualizations often layer multiple encodings to allow for the compar-

ison of multiple variables and their constituent features of interest. Unfortunately, when

showing multiple variables simultaneously, these visualizations often combine encodings

in problematic ways, as evidenced by the usage of color in Fig. 3.1c. Additionally, the

static nature of the visualizations often leads to significant visual clutter, like in Fig. 3.1a

and Fig. 3.1d. An expanded discussion of these issues is presented in Section 3.5.1.
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(a) temperature, geopotential heights, and wind

(b) temperature,
geopotential heights,

and wind

(c) relative humidity,
temperature, and

geopotential heights

(d) mean and spread (e) probability

Fig. 3.1. Examples of existing static forecast visualizations that show various meteorolog-
ical conventions for encoding combinations of variables. Examples (a), (d), and (e) are
reproduced courtesy of various subsidiaries of NOAA and the US National Weather Ser-
vice: the National Center for Environmental Protection (NCEP), NCEP’s Environmental
Modeling Center, and the Storm Prediction Center, respectively. Example (b) is reproduced
courtesy of Unisys Weather, and example (c) is reproduced courtesy of the University of
Corporation for Atmospheric Research (UCAR) and US National Center for Atmospheric
Research (NCAR).

The notion of visually relating features and feature relationships is further complicated

when dealing with ensembles. An ensemble of possible simulated outcomes provides an

ensemble of possible instantiations for each feature of interest. Visualization methods for

directly examining the space of possible features across an ensemble are currently limited

to looking at isocontour-based features. Moreover, these visualization methods are ineffec-

tive for tasks that involve relating multiple features. Meteorologists consequently examine

interactions among multiple features across the ensemble indirectly, looking at how the fea-

tures relate under derived-data transformations. The transformations are usually statisti-

cal; examples include averaging the possible outcomes, taking the maximum or minimum

possible values, and calculating the probability of an event based on how many ensemble

members predict it. These transformations, however, often mask outliers, gradient-based

features, and edge cases that are otherwise significant [182]. Further, the resulting derived

forecasts often depict physically impossible features and feature relationships.
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3.3.2 Data Abstraction

Forecast simulations are multidimensional and multivariate. Each forecast simulation

is a time-varying set of height layers, where each height layer is a 2D grid with variable

values at every grid point. Each height layer may have tens to hundreds of variables. En-

semble forecasts can analogously be thought of as multivalued, with the set of simulation

members defining possible values for a particular variable at a specific point in simulated

space-time [143].

Notably, although a set of 2D height layers can be characterized as a single 3D dataset,

the meteorologists we spoke with generally do not think about them as such. The simula-

tions do cover a continuous 3D extent, but the height layers are far enough apart that any

dependencies between them are considered negligible.

A field refers to a particular variable at a particular height: a 2D grid of generally scalar,

but possibly vector, values. Our contextual interviews and subsequent conversations indi-

cated that, in practice, a given meteorologist only cares about a subset of around 50 fields

out of the hundreds often available within a given forecast. Which 50 fields, however,

ranges from meteorologist to meteorologist according to their particular problems and

prior experience. Meteorologists additionally incorporate many derived fields into their

workflows. Derived fields represent a mapping from a set of fields to a single field. This

mapping may combine multiple instances of the same field from different simulations,

as would be required to calculate the average field over an ensemble. Alternatively, the

mapping may combine multiple fields from a single simulation, as in the case of calculating

the Haines Index. The Haines Index takes values between two (low risk) and six (high

risk) indicating the potential for accelerated wildfire growth based on temperature and

dew point differences across various atmospheric height layers [142]. For all the derived

fields we discuss, values at different grid locations are treated as entirely independent.

This notion of grid-location independence is neither a necessary condition for a derived

field nor a reflection of the physical processes being simulated. It is an artifact of how the

meteorological community computes derived quantities in practice.

A feature refers to a significant artifact, usually an event, trend, or boundary, that can be

located within a given field. For scalar fields, features are generally visually represented

by isocontours or gradients. For vector fields, features generally correspond to topological
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structures such as a source, sink, saddle-point, or closed orbit.

3.4 Related Work in Meteorological Visualization
The related work for this design study loosely falls into two categories: work that ad-

dresses the visualization of meteorological data and work that addresses the visualization

of ensembles and uncertainty.

3.4.1 Visualizing Weather

A number of software systems have been designed for the visual exploration of meteo-

rological data in both operational and research environments [1], [3], [46], [71], [112], [127],

[135], [143], [149], [201]. These systems provide varying levels of user control for selecting

which fields to visualize and how to encode them. Some rely entirely on scripting-based

interfaces [1], [46], [201], as opposed to offering a graphical UI; some deal solely with

gridded information, such as forecasts, and others integrate point-based observational

data [46], [201], as well as real-time satellite and radar data [3], [112], [127], [149]. As

Table 3.1 illustrates, however, these systems have done very little with either informed,

default encodings or the direct visualization of multiple features across an ensemble.

The majority of the aforementioned systems leave encoding choices to users who lack

training in visualization principles. So far, initial steps toward addressing this issue have

taken orthogonal approaches. Unidata’s Integrated Data Viewer (IDV) [127] provides a

set of color-map recommendations for different types of fields, although most appear to

be spectral and ignore effective visualization practices. The Ensemble Vis framework of

Potter et al., on the other hand, reuses a single set of two sequential and two categorical

color maps based on visualization principles for all fields of interest [143]. Taking an

entirely different tack, the Nocke et al. tool SimEnvVis allows for the creation of rules

that assign encodings based on field metadata and user preferences; however, users’ lack

of training regarding visualization principles remains an issue. Alternatively, Ware and

Plumlee propose a set of perceptually motivated design alternatives for encoding weather

data [197].

As previously mentioned, various websites also provide users with a range of static

forecast visualizations. The Short-Range Ensemble Forecast (SREF) website run by the
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Storm Prediction Center [177] is one example, but we include a list of others in the supple-

mental materials archive for this dissertation.

The static visualizations provided on these websites are primarily created using tools

or systems like those described at the beginning of this section. Users of these web-based

systems, however, exercise even less control over which fields they can look at and no

control over how the information is encoded.

3.4.2 Uncertainty

A significant amount of work addresses the visualization of uncertainty — a taxonomy

by Potter et al. [144] contains a thorough overview of the state-of-the-art approaches. In

terms of research relevant to visualizing uncertainty in meteorological data, the early work

focuses primarily on uncertainty in Geospatial Information Systems (GIS). Works by both

Pang [138] and MacEachran [105] outline various issues and recommendations with regard

to the visualization of geospatial uncertainty, whereas Thomson et al. present a typology

for uncertainty in geospatially referenced data for intelligence analysis [184].

Attempting to better address the needs of meteorologists, a number of papers focus on

understanding uncertainty from simulation ensembles. Vis5D [71] employs small multi-

ples as a way of looking at multiple ensemble members, whereas SimEnvVis [135] explores

various comparative techniques for investigating differences among ensemble members.

EnsembleVis [143], on the other hand, enables the generation of visual summaries for

ensemble forecasts that specifically emphasize the probabilistic characteristics of the en-

semble. Additionally, the Noodles tool created by Sanyal et al. [163], the probabilistic

marching cubes technique introduced by Pöthkow et al. [141], and the contour boxplot

technique of Whittaker et al. [202] present methods for directly summarizing ensembles

of isocontours in visualizations. None of this work, however, has addressed the task of

relating multiple features across an ensemble.

3.5 Informed Defaults
Many meteorologists turn to visualization as a way to quickly locate relevant weather

features within the forecast data. These meteorologists often mentally integrate informa-

tion from multiple visualizations, which make use of a wide range of encoding conven-
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tions. The design flaws in many of these visualizations can lead to misinterpretation,

inaccuracy, and inefficiency, among other consequences [38]. In an attempt to address

this issue, we present a set of informed, default encoding recommendations that integrate

existing meteorological conventions with visualization principles.

3.5.1 Understanding Meteorological Encoding Conventions

We collected representative samples of visualization products from a variety of sources

used extensively by our collaborators. In total, we compiled 41 images representative of

the encoding conventions used by 9 meteorological sources — we include these images

in our supplemental materials archive. This sampling was intended to be representative

rather than exhaustive, encompassing the most popularly referenced visualization prod-

ucts along with those specifically referenced by our collaborators. We coded these images

based on the forecast variables shown and the encoding channels used. Using these codes,

we then grouped the images based on their similarity.

In general, we found that visualizations generated by a given source have consistencies,

but those consistencies rarely extend across sources. The encodings employed in these

visualizations include contours, color maps, texture maps, streamlines, glyphs, and wind

barbs [197]. Contours, color maps, and wind barbs are favored heavily, with contours

and color maps showing up in 85% and 78% of the samples, respectively, and wind barbs

comprising over 80% of all glyph usage. For two-thirds of the samples, either two or

three fields are encoded in a single visualization, though we did find isolated examples of

attempts to encode up to four fields simultaneously. For both contours and color maps,

common intervals exist for certain variables: relative humidity and probabilities usually

step by 10%; temperature usually steps by 3°, 4°, 5°, or 10°; and geopotential heights usu-

ally step by 30, 40, 60, or 120 m. Due to the static nature of these images, a label is required

for each connected component of each contour in a given image. As a result, increasing

the number of contours in a given visualization, either by using a smaller interval step-size

or by layering additional fields, quickly leads to increasingly cluttered visualizations like

those in Fig. 3.1a and Fig. 3.1d.

In terms of color usage, there are several problematic trends. It is common for colored

contours to be overlaid on top of color maps, or for colored contours and color maps
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with transparent portions to be overlaid on top of multicolored backgrounds, both of

which add difficulty to resolving features — this latter case is exemplified in Fig. 3.1c.

Additionally, rainbow color maps, which are widely considered a poor choice by the

visualization community [14], comprise nearly 70% of the color maps in our sample set.

We also noted multiple cases of cyclical color-map design, including the cyclical rainbow

color map shown in Fig. 3.1b.

Other observed color trends, however, do not necessarily violate visualization prin-

ciples. For example, meteorologists almost always use discrete color maps, rather than

continuous color maps; in fact, our sample set did not include a single continuous color

map. As another example, when a mean field is displayed in concert with a variational

measure such as standard deviation or spread for an ensemble, the variational metric is

virtually always color mapped and the mean overlaid as a set of contours, as exemplified

in Fig. 3.1d — we encountered only one example where this configuration was reversed.

We also noted a handful of trends in color use tied to specific variables. Geopotential

heights are almost never color mapped and are usually shown as black contours, like in

Fig. 3.1a and Fig. 3.1c. When color mapped, relative humidity is nearly always represented

using three shades of green, usually denoting the 70%–80%, 80%–90%, and 90%–100%

intervals, with the lower intervals being entirely ignored; Fig. 3.1c shows an example of

this. When relative humidity is contoured, on the other hand, isocontours are generated

for every interval of 10%. The color map for temperature is always a rainbow color map

with blues on the low end and reds on the high end, although we also noticed a secondary

trend where temperature is displayed using a colored contour scheme with blue specifying

values below freezing and red specifying values above freezing, as seen in Fig. 3.1a and

Fig. 3.1c. Additionally, although probability fields are usually encoded using either con-

tours or a color map, there were notable examples, such as the one reproduced in Fig. 3.1e,

where the probabilities are dual encoded using both. The contours provide a constant

overview of the entire field, while the color map highlights value intervals of significance.

3.5.2 Proposed Defaults

Based on the trends we observed, we propose the following set of informed defaults

outlined in three cases. The first case involves the simultaneous display of independent
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fields. These may be original or derived fields from either a deterministic or ensemble

forecast. The notion of dependence used here is based on whether the interpretation of a

given field necessarily depends on knowledge of some other field. The only dependent

fields that arise within the context of this work are standard deviation fields derived

from an ensemble, as a measure of standard deviation is generally meaningless without

the corresponding mean. Thus, our second case involves the simultaneous display of an

ensemble-derived, dependent variation field with its corresponding mean field. Our third

case involves the display of the uncalibrated probability of a given event or condition

derived from the ensemble of predicted outcomes. The uncalibrated probability refers

specifically to the percentage of the ensemble members that predict the event or condition

of interest. It is important to distinguish this from the actual expected frequency of the

condition or event, because most ensembles underestimate the actual range of possible

forecast outcomes [170]. For each of these three cases, we have abstracted a recommended

set of encoding choices, examples of which can be seen in Fig. 3.2.

For simultaneously displaying independent fields, we recommend staying within com-

binations of three encoding choices: a base color map, a set of contours, and a set of glyphs

or texture map (although we do not currently support texture maps in WeaVER). This

set of encoding choices allows for the simultaneous display of two 2D scalar fields along

with a third 2D field of either scalar or vector values. Ware and Plumlee propose an

alternative configuration that uses color, texture with optional contour boundaries, and

animation to encode a similar set of fields [197]; however, this configuration is a departure

from the conventions at the core of current meteorological visualizations. Given that

meteorologists, especially those in decision-making contexts, have significant training and

experience using current meteorological conventions, we tried to incorporate those con-

ventions as much as possible while remaining within the bounds of accepted visualization

practices.

For the other two cases, our recommendations mirror the existing meteorological con-

ventions. For the simultaneous display of an ensemble-derived mean field with its depen-

dent variation field, we recommend a single combined choice that encodes the variation

metric as a color map and overlays the mean field using a set of contours. For encoding

the uncalibrated probabilities of a condition, we recommend a single dual-encoded choice
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(a) layering independent fields

(b) mean and variation

(c) probabilities

Fig. 3.2. Example visualizations generated by each of our three cases for informed defaults.
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where value intervals of significance are highlighted by a color map, while all other value

intervals are represented only by contours. The notion of a condition used here may refer

to either a single individual condition (e.g., relative humidity less than 10%) or the joint

condition of a set of individual conditions. Although multiple user choices may go into

specifying a set of individual conditions, that set still represents a single joint condition

choice.

We additionally provide a set of recommendations for low-level encoding behaviors

for specific variables or fields. For both the color map and the contour intervals, the trends

discussed in Section 3.5.1 represent reasonable choices. For variables without common

trends in interval spacing, we use spacings specified by our collaborators. Wind barbs are

evenly spaced to prevent glyph intersection, although other placement strategies may also

be acceptable [12].

We propose a set of color maps for several variables, shown in Fig. 3.3. Aside from

the categorical map for representing the Haines index in Fig. 3.3g, these color maps are

designed to approximate perceptually uniform steps in luminance. We do not claim these

color maps guarantee perceptually equivalent luminance steps, since that would require

a calibrated monitor, control over the ambient light in the viewing environment, etc. [86].

The color maps are, instead, defined in device-dependent HSV space, but use a nonlinear

function in order to vary brightness in a way that creates convincingly uniform percep-

tual steps. Initial versions of the color maps, which can be found in the supplemental

materials archive for this dissertation, were generated algorithmically using a cube-root

approximation to the Munsell value scale [125] in combination with linearly varying hue

and saturation. Additional hand-tweaking, however, was still required to create the final

proposals.

Integrating an interactive routine to approximate a monitor’s gamma value, such as

that outlined by Kindlmann et al. [86], would allow for more accurate control of luminance

variation across devices. We wanted to ensure, however, that the color maps were specified

such that they could also be used in other meteorological tools.

The proposed color maps cover similarly large portions of the luminance spectrum,

but we explicitly did not use the entire spectrum in order to allow for gray values for

both contours and wind barbs that would remain distinguishable from the color-mapped
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(a) (b) (c) (d) (e) (f) (g)

Fig. 3.3. Discrete and continuous color map proposals for: (a) temperature, (b) wind
speed, (c) precipitation, (d) relative humidity, (f) standard deviation, (e) probability, and
(g) Haines index.

background when overlaid. Based on the color usage trends that we observed, we created

a green color map covering the 70%–100% value range for the display of relative humidity

and a diverging spectral color map for temperature, as shown in Fig. 3.3d and Fig. 3.3a.

Also included in Fig. 3.3 are separate, distinguishable color maps for other common vari-

ables: accumulated precipitation, high wind speeds, ensemble standard deviation, and

ensemble probabilities. Although these additional color maps are based solely on princi-

ples of effective color usage [119], rather than any meteorological convention, the unique

color maps for each variable within a system are meant to improve users’ efficiency in

dealing with multiple visualizations. With this goal in mind, the majority of the color

maps are defined on an absolute scale covering the range of values taken by that variable

across all height layers. The color map for standard deviation is the notable exception,

since meaningful thresholds of uncertainty change for different variables.

We recognize that our choice of a spectral color map for temperature is generally con-

sidered a poor choice for univariate color-map design [14], but there is a history of justified

use of spectral color schemes for visualizing weather [143], [197]. Although hue does not

have an inherent perceptual ordering [195], its familiarity and widespread use have led
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to an expected ordering within meteorology. This ordering is further strengthened by

matching the intuitive mappings that exist for certain colors in spectral schemes (e.g., red

is hot, blue is cold) [197]. Further, by controlling for luminance variation, the proposed

spectral color map does not suffer from the perceptual irregularities that traditionally

plague spectral schemes [14].

We employ a diverging luminance scheme in order to emphasize the nature of the freez-

ing point boundary as a critical center point for temperature. Moreover, well-designed

diverging spectral schemes behave just as well as widely accepted two-hue diverging color

schemes for modeling data distributions with a critical mid-range value [20]. Given all

this, we believe that spectral-nature alone is an insufficient reason to go against one of the

strongest meteorological conventions that we encountered.

The low-level encoding behaviors for the variables presented in this section do not

comprise a comprehensive solution for meteorological visualization, but we believe they

represent a reasonable solution for some portion of the meteorological community. Our

early interviews indicated that most meteorologists refer to only 50 or so fields and that, in

the case of our collaborators, those fields cover only a handful of different variables. This

observation made the specification of unique color maps on a per-variable basis possible

for our prototype. Given the large number of variables present in forecasts, however,

having separate, distinguishable, absolute color scales for every possible variable will

never be feasible. Similarly, while our diverging spectral color scheme for temperature

results in clear visual differences at intervals of 10° or even 5°, if our collaborators had

needed to be able to resolve steps of 3°, the luminance differences become too small for

smoothly varying hue and saturation to result in sufficient visual differences. As such, it is

essential to remember that enabling effective defaults will always require understanding

the needs of the target users. The specifications we have outlined here are simply one

possible configuration that results in effective visualizations for the majority of the cases

handled by our collaborators.

3.6 Ensembles of Features
Understanding the variability and associations among features across ensembles is

often critical to decision-making. This statement is especially true in areas such as wildfire
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emergency management that rely on forecasts multiple days into the future when the fore-

casts remain incredibly uncertain. Many meteorologists rely heavily on visualization to

develop this understanding, yet no existing visualization methods allow users to explore

the variability of feature relationships across an ensemble effectively. Given that most

decisions in meteorology are based on the intersection of multiple features, this represents

a significant gap in visualization’s current support for meteorological tasks.

In meteorology, the only conventional technique for directly examining the distribution

of behaviors for a given feature across an ensemble is the use of spaghetti plots. Spaghetti

plots display the set of isocontours associated with a specific value, one for each ensemble

member, within the same, generally static plot. Color is routinely used to distinguish

which ensemble member a particular contour is derived from. Spaghetti plots for multiple

features, especially intersecting or overlapping features, are rarely overlaid within visual-

izations because the results do not effectively present the range of feature relationships in

the ensemble. If color is used on a per-member basis, visually separating overlapping or

intersecting contour sets into their respective features becomes incredibly tricky. Alterna-

tively, when color is used to differentiate feature contour sets explicitly, it becomes nearly

impossible to pick out the contours associated with a particular ensemble-member. These

problems are compounded as the number of ensemble members or the number of different

features increases. In both cases, picking distinguishable colors becomes more challenging,

and the occlusion of contours by one another, regardless of which feature they belong to,

becomes increasingly problematic.

Although the use of small multiples for each ensemble member in Vis5D [71] represents

one possible step toward addressing these deficiencies, the idea has never been generalized

back to 2D plots. We opted for a different approach, developing a modified formulation of

the spaghetti plot technique that uses interactive highlighting as the primary mechanism

for distinguishing between members. We refer to these modified spaghetti plots as inter-

active spaghetti plots. As shown in Fig. 3.4a, this formulation frees up the color encoding

channel, allowing the use of color to differentiate and enable direct comparisons among the

distributions of multiple isocontour features within a single plot. It also mitigates contour

distinguishability and occlusion issues by bringing the highlighted contour(s) to the front

of the view and decreasing the visual saliency of other features’ contours. Users are able
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(a) interactive spaghetti plots

(b) interactive contour boxplots

Fig. 3.4. The simultaneous display of three isocontour features using modified ensemble
visualization techniques.

to look at multiple features simultaneously and interactively highlight contour sets at both

the member and feature level. These capabilities support a variety of both exploratory and

investigatory tasks.

Even with interactive highlighting, spaghetti plots still do not scale well, quickly be-

coming visually cluttered. Given conversations with our collaborators heralding the ad-

vent of super ensembles, ensembles with hundreds of members, we also wanted to provide

users with a technique that could scale. To this end, we integrated contour boxplots [202] as

a state-of-the-art encoding technique that directly summarizes an ensemble of isocontour
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features using a boxplot-like summarization of a set of 2D contours.

There are several benefits to using contour boxplots for simultaneously visualizing

multiple isocontour-based feature sets. Being analogous to box-and-whisker plots, they

provide a commonly understood statistical framework for summarizing a distribution of

isocontour-based features across the ensemble. Because contour boxplots were motivated

in part by the idea of aggregation preserving shape, the characteristic details of physically

plausible features are still present in the summarizations, which is often not the case for the

corresponding features derived using the ensemble-mean. Moreover, contour boxplots are

scalable because their visual representation remains consistent for any arbitrary number

of ensemble members.

As with the interactive spaghetti plots, we use a modified formulation of interactive

contour boxplots. Color is, again, used to differentiate between the summarizations of

different features over the ensemble, as shown in Fig. 3.4b. We duplicate the functionality

for feature-level highlighting, bringing that feature’s contour boxplot to the front of the

view and decreasing the visual saliency of any other contour boxplots in the display,

mitigating distinguishability and occlusion issues. Additionally, we allow users to query

and highlight contours from the ensemble on a per-member basis, thereby retaining the ca-

pability for interactive exploration of the entire distribution of feature relationships across

the ensemble.

We chose to limit users to looking at up to three features simultaneously, but the in-

teractive mechanisms we have outlined could allow for the simultaneous inclusion of a

larger number of features in a single view. The added benefit to simultaneously visual-

izing a fourth or even fifth feature, however, is unclear, when users are provided with a

mechanism for easily swapping out features.

3.7 WeaVER
In this section, we provide an overview of WeaVER, an open-source tool developed to

test our informed defaults and extended ensemble visualization techniques. WeaVER is

not intended to be a fully viable alternative to current operational forecasting tools; it is a

proof-of-concept, designed to allow our collaborators to evaluate the proposed ideas.
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3.7.1 Data Processing

WeaVER is designed to visualize the NCEP Short-Range Ensemble Forecast (SREF),

which at the time of our project contained 21 member simulations: 7 different sets of initial

conditions run over 3 models. The simulations were run four times per day (at 03, 09,

15, and 21 UTC) and included predictions at 3-hour intervals out to 87 hours into the

future. We used the version of the SREF run on NCEP’s 212 Grid [130], which is a Lambert

Conic Conformal grid over the continental United States with approximately 40 km grid

spacing. The forecast data were retrieved from the NOAA Operational Model Archive and

Distribution System (NOMADS) server, nomads.ncep.noaa.gov, where they are released

in the binary GRIB2 [130] format. The wgrib2 command-line utility [5], which is made

publicly available by NCEP’s Climate Prediction Center, is used to parse the data into a

csv format for preprocessing.

A significant amount of data preprocessing is required for WeaVER to achieve interac-

tive rates. We generate a number of derived fields, such as the Haines index, for each

ensemble member, along with various statistical derived fields (max, min, mean, and

standard derivation) across the ensemble. We also precompute the statistical quantities

required to generate interactive contour boxplots for various isovalues. Additionally, we

derive various condition fields for calculating the uncalibrated probabilities of arbitrary joint

conditions on the fly. Because an individual condition applied to a single field results

in a Boolean value at each grid point, we can concisely represent a condition applied

to an ensemble of fields as a bit-set at each grid point. This representation reduces the

computation of both arbitrary joint conditions and uncalibrated probabilities to a small

number of per grid-point operations. The bit-set representing any joint condition can be

computed using a series of bitwise AND (&) operations, and calculating the uncalibrated

probability requires only dividing the Hamming weight of a bit-set by the total number of

ensemble members.

3.7.2 System Overview

WeaVER consists of five interchangeable views: a deterministic view, an ensemble statis-

tic (stat) view, an ensemble mean and standard deviation (mnsd) view, an ensemble probabil-

ity view, and a direct ensemble view. The deterministic and stat views both handle layering of
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multiple independent fields, the first of the three cases discussed in Section 3.5. The ensem-

ble mnsd and probability views handle the second and third cases, respectively. The direct

ensemble view, on the other hand, allows users to switch back and forth between interactive

spaghetti plots and interactive contour boxplot summarizations using the mechanisms

described in Section 3.6. The specific fields, isovalues, and conditions supported across

these views were explicitly requested by our collaborators.

Across all five views, fields may be dragged from a library on the right-hand side and

dropped onto various encoding targets at the top of the view, as illustrated in Fig. 3.5.

The currently configured visualization is automatically updated according to the user’s

choices. Mouseover of any of the drop targets reduces the saliency of the other encodings

in the visualization. When color maps and contours are controlled by the same layer

(as in the ensemble mnsd and probability views), the visual saliency of the contours is

reduced in favor of showing the color map more clearly. In all views, a tab-like mechanism

allows users to create and quickly switch back and forth between multiple configured

visualizations by using either the GUI interface or the numeric keys on the keyboard.

Every view also offers independent time manipulation through animation, a slider-based

interface, and forward or backward time stepping using either the GUI interface or the

arrow keys on the keyboard. We include a video overview of the interactive features in the

supplemental materials archive for this dissertation.

Contrary to meteorological convention, we take a detail-on-demand approach to con-

tours labels. There are no labels on the contours by default; instead, labels appear on

mouseover. This action simultaneously highlights the full isocontour, which is especially

helpful for contours with multiple connected components. Clicking when a contour is

highlighted creates a persistent sticky label that moves with the contour across time steps.

At any time, a user can reposition a sticky label along the contour by dragging or delete

it by double-clicking. Limiting the labels to those requested by the user reduces not only

clutter but the number of targets for visual search.

3.7.3 Implementation

All of the data fetch and preprocessing code was implemented using a combination of

bash scripts and C++ programs that have been tested and run on both Mac and Linux.



42

Fig. 3.5. An overview of the interface for WeaVER, an open-source tool developed for sup-
porting meteorological analysis. Here, WeaVER is being used to visually relate multiple
isocontour features across an ensemble using interactive contour boxplots.

This code has several dependencies: we use wgrib2 [5] to transform the data from their

original binary GRIB2 format, and the contour boxplot implementation relies on ITK [2].

WeaVER itself is implemented entirely in Processing [4]. The resulting Java application

has similarly been tested and runs on both Mac and Linux. We are making the source

code for WeaVER publicly available at samquinan.github.io/WeaVER/. Specifications of

the proposed default color maps are included within this source code, along with both

example preprocessed data and the data processing code.

We note that the current handling of geographic projection within WeaVER is an ap-

proximation of a Lambert Conic Conformal projection. As NCEP’s SREF is run on a

Lambert Conic Conformal grid, we found that treating the forecast data as an equidistant

grid overlaid on top of a preprojected Lambert Conic Conformal map provided a sufficient

visual approximation to the proper projection.
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Additionally, we based our design decisions to use the 40 km resolution version of

the SREF and to visualize the forecast over the entire continental US on the specific needs

of our collaborators. In general, meteorological phenomena exist at a range of different

geographic scales, ranging anywhere from under a single kilometer to thousands of kilo-

meters. The appropriate geographic scale for visualizing weather data depends both on

the scale of the features of interest and on the resolution of the underlying forecast.

3.8 Validation
We validated WeaVER through a series of semistructured interviews with our collab-

orators. In an initial set of interviews, we elicited feedback from various collaborators

after walking them through a full demo of WeaVER. We additionally provided custom

installations of the software for an extended evaluation period to our two collaborators

working in wildfire prediction, allowing them to evaluate the tool in the context of their

work environment. In this section, we describe how one of our collaborators used WeaVER

with historical forecast data and provide informal feedback from our other collaborators.

3.8.1 The Diego Fire

For one of our wildfire prediction collaborators, we supplied archived forecasts from

three mornings leading up to the Diego fire, a lighting-strike fire that began in northern

New Mexico during June 2014 — our collaborator requested these specific forecasts in

order to retrace his predictions of the Diego fire using WeaVER. He began by investi-

gating the forecasts through the deterministic and stat views in order to gain a sense of

the big-picture atmospheric conditions over the forecasts. He was particularly excited

about the ability to easily create visualizations with combinations of fields tailored to

his problems and preferences. He also noted that the resulting visualizations were more

visually appealing and easier to read than what he usually looks at. Using these views,

he was able to determine that the forecasts showed the expected signals for a threat of

a lighting-started fire: moisture, indicating lighting potential, on the front end of the

forecasts, followed by windy, dry, unstable conditions for a day or so after.

After gaining a sense of the big picture three days out, our collaborator began inves-

tigating the forecasts using the direct ensemble view. He stated that he needed a sense
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of the spread or variation across the ensemble, but more importantly, he also needed

to be able to understand how that variation differs from a particular model or mem-

ber. He explained that organizations such as the National Weather Service still key their

recommendations off of a deterministic forecast, so understanding how the rest of the

ensemble compares to that particular member is incredibly important. Consequently, he

appreciated being able to highlight a particular member from the ensemble interactively.

He was also particularly impressed by the contour boxplot summarizations. He stated

that, while it would take training for forecasters to understand what they are looking at, the

contour boxplots provide the same visual cues of the forecast as spaghetti plots, but much

more quickly and concisely. When pressed to look at multiple features simultaneously,

our collaborator noted that he could see expected behaviors and interactions. He also

noted that interactive spaghetti plots had significantly decreased utility compared to the

interactive contour boxplots for contour-sets generated from non-well-behaved fields such

as the Haines Index.

Finally, our collaborator looked at the probability view in order to determine which areas

had a high likelihood of a critical combination of dry, windy, and unstable conditions in the

latter portions of the forecast. As we have reproduced in Fig. 3.6, the combined condition

of surface temperatures greater than 60°F, surface wind speeds greater than 20 mph, and a

Haines index of 5 or greater highlighted the area over northern New Mexico as favorable

for fire spread after lighting ignition. Our collaborator noted that this highlighted area,

which he would have been worried about, is where the Diego fire originated.

3.8.2 Informal Feedback

We also received a significant amount of supporting feedback from the interviews with

our other collaborators. In general, the addition of interactivity was well received. Our

collaborators commented that it was straightforward to create a wide variety of views and

that the sticky labels and interactive highlighting were a significant improvement over

the traditional static visualizations. Several of our collaborators noted that, in existing

tools, they must either choose to label every contour or none, which leaves them in a

dilemma. They have to either obscure information in order to provide context or forego

context entirely. The sticky labels and interactive highlighting, alternatively, made contour
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Fig. 3.6. The ensemble-derived probability of conditions favorable for wildfire growth
forecasted during the time frame of the Diego fire outbreak, highlighting the area over
northern New Mexico where the fire originated.

labels visible only where needed.

We received multiple independent confirmations of the meteorological encoding con-

ventions we derived in Section 3.5.1. Several of our collaborators commented that the

informed defaults in WeaVER highlight the fact that effective color usage is something that

forecasters generally struggle with. They also noted, however, that some of the meteoro-

logical conventions encoded in the informed defaults were not always sufficient for their

specific problems. For example, in wildfire prediction, low relative humidity is the pri-

mary concern, making a color map highlighting the 70%–100% value range virtually use-

less. Similarly, although our default temperature increments of 5°C are acceptable for an

overview, when forecasting the rain-snow transition line for winter weather predictions,

meteorologists need to see a rapid change localized around 0°C with 0.5°C increments.

According to our collaborators, interactive highlighting was the primary key to under-

standing feature relationships in both the interactive spaghetti plot and interactive contour

boxplot techniques. They were particularly intrigued by contour boxplots, which provide

a fundamentally different way to get at the statistics or uncertainty of a feature’s behavior

across the ensemble. One collaborator observed how the quantile bands immediately indi-

cate that half of an ensemble’s members are located within a specific geographic region, an

observation that would have required him to count individual members in a spaghetti plot.
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The collaborator also noted that the latter procedure does not scale, stating that scalability

is becoming increasingly important as the number of ensemble members is expected to

increase by an order of magnitude over the next couple decades.

3.9 Discussion
The feedback from our collaborators indicates that our informed defaults were mostly

a success. Our collaborators, having been provided with simple, transparent visualization

encoding choices, were able to interactively generate a wide range of effective visualiza-

tions tailored to their individualized needs and problems. Limiting the user choices to

practical combinations of encodings and specifying low-level behaviors regarding color

usage and contour spacing at the system level resulted in the users’ visualizations main-

taining several meteorological conventions, while widely being considered easier to read.

Labels do not clutter the view, masking important features; instead, meteorologists can

interactively place labels exactly where needed based on the current context, regardless of

how that context shifts.

The feedback regarding both interactive spaghetti plots and interactive contour box-

plots was mixed. Interactivity was the key to enabling the exploration of feature rela-

tionships across the ensemble but not in the way that we had anticipated. We figured

that interactivity would alleviate differentiation and occlusion issues, but even in static

visualizations where those issues exist, we expected both techniques would convey some

understanding of the distribution of feature relationships. Instead, interactively highlight-

ing the relationships for each ensemble member did a better job showing the range of

feature interactions than the static display of either technique. Additionally, interactive

highlighting allows users to efficiently compare the behavior of a given member to the rest

of the ensemble, which turns out to be a critical task for meteorologists who need to be

able to resolve their predictions against the recommendations of others. Both techniques

offer a definite improvement over standard spaghetti plots with regard to relating multiple

uncertain features.

Our feedback also suggests that contour boxplots generally represent an improvement

over spaghetti plots. Contour boxplots can show physically meaningful statistical varia-

tion within the spread of features more simply and more concisely, improving forecasting
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speed. They can also create meaningful summaries for complex fields, such as the Haines

index, where a lack of grouping among the contours makes it extremely difficult to visually

extract a meaningful summary from spaghetti plots. Additionally, contour boxplots are

significantly more scalable, which will likely become important in the future.

That said, several aspects of our evaluation were not particularly successful. For rea-

sons we discuss in Section 3.10, we were unable to provide several of our collaborators

with their preferred forecast. Additionally, WeaVER does not support investigating en-

sembles of nonisocontour features, such as cold fronts. These limitations forced our col-

laborators to make judgments out of context regarding the efficacy of WeaVER.

More generally, our evaluation of informed defaults suffers from a mismatched scope

between our designs and validation. We designed the informed defaults using general

meteorological conventions in the hope that they would apply to a wide range of me-

teorologists’ needs. We then attempted to validate them with a relatively small set of

meteorologists with differing needs and problems. Unsurprisingly, our low-level encoding

choices were not always deemed appropriate by all our collaborators. Several alternative

options exist. One option, common in design studies, would be to gear the default en-

coding behaviors to a specific subset of meteorologists, such as those forecasting wildfires

in the southwestern US. Another option would be to provide users with the ability to

interactively modify low-level encoding behaviors in order to support a broader range of

tasks. The first option reduces the generalizability of the informed defaults, whereas the

second option provides the opportunity to create increasingly ineffective visualizations.

Neither alternative represents a best-case scenario. This conundrum raises an interesting

question: what is the proper way to design for a set of experts who have similar goals

but individualized processes and domains? As we discuss further in Section 3.11, from an

evaluation standpoint, such designs may require exploring new models for validation.

3.10 Challenges Working With Weather Data
Several challenges and hurdles made this design study more complicated than we

initially anticipated. Here we reflect on a number of these issues to provide guidance

for others working with meteorological data in the future.

Because our collaborators were purely consumers of meteorological visualizations, it
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was difficult to get direct answers about how existing visualizations were created. For

example, confirming that the data processing for derived fields assumed grid-location in-

dependence required going through multiple levels of contacts. Similarly, none of our col-

laborators could answer our questions concerning geographic projections or the smooth-

ing and down-sampling of forecast data. As a result, it took us a long time to understand

certain critical complexities.

Of these complexities, we spent significant time understanding the issues with geo-

graphic projections. Because NCEP’s grids use a nonstandard geodetic datum [130], we

needed to understand what issues underlie simultaneously projecting simulations and

maps based on different geodetic data. Although there are errors that arise from sim-

ply modifying the projection equations to use different geodetic data, we were eventu-

ally able to confirm that these differences are primarily significant when dealing with

high-resolution local-scale simulations. Additionally, despite the prevalence of interpo-

lated contours and color maps, it remains unclear both how the associated latitude and

longitude values needed for projection should be interpolated and how existing tools

are interpolating those values in practice. For visualizations designed for deployment in

decision-making environments, these sorts of considerations need to be accounted for.

As another example, only one of our collaborators was aware that many calculations of

the uncalibrated probabilities of joint conditions over an ensemble assume the individual

conditions are independent. As the individual conditions derive from the same ensemble,

however, this assumption is not only unfounded but generally misleading. Although the

resulting differences in predicted probability at a given grid point can be substantial, we

generally found fairly subtle differences when visualizing the entire field. Still, such a

disconnect between the data presented in visualizations that meteorologists look at and

the meteorologists’ interpretation of those data is problematic.

We also ran into some practical and engineering challenges that forced us to scale

back our designs. The scope of the forecast data was significantly more sizable than we

anticipated and initially designed for, and it is only going to expand in the future. Luckily,

related work on climatological systems [204] could offer insight into dealing with this data

increase. Additionally, internet connectivity issues and a lack of install permissions in

several of our collaborators’ work offices became nontrivial design hurdles.
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We also experienced issues getting the data desired by our collaborators. Several of

our collaborators primarily look at long-range ensembles, such as the Global Ensemble

Forecast System (GEFS) ensemble. While the GEFS is both run and used internally by

the National Weather Service at a 40 km resolution [64], it is made publicly available at

only less than half that resolution. These circumstances forced us to test WeaVER with the

SREF, which does not provide significant enough lead times for many of our collaborators’

decisions. Moreover, a lack of public research archives for the SREF made it challenging

to track down meaningful data for our collaborators to look at when eliciting feedback

during their off-seasons.

3.11 The Evolution of a Mixed-Methods
Research Program

In light of the complications that we ran into during this design study, we became inter-

ested in whether there might be a more direct way to validate individual aspects of our pro-

posals. We were particularly excited about the idea of designing a user study to assess the

impact of different ensemble-visualization techniques on meteorological decision-making

processes. The existing methods used to evaluate uncertainty visualizations primarily

involve tasks simplified to focus on low-level details, such as value retrieval, aggregation,

comparison, and search [88]. These simplifications are poorly matched to the weather-

forecasting process, where “simply showing a complex visualization, expecting a user

to extract the necessary information, and to be finished is an oversimplification of how

complex visualizations are used” [187, p. 347]. To assess the true impact of different

ensemble-visualization techniques, one would need to support the highly individualized,

complex reasoning process described in Section 3.3.1 in a controlled way. Our efforts to

create a user study that does this are detailed in Chapter 4.

We also wondered whether this complex reasoning process had a larger impact that

might begin to explain some of the conflicting guidance we saw between meteorology and

visualization. During the design study, we noticed that meteorologists almost always use

discrete color maps to encode continuous fields. This practice appears to violate the expres-

siveness principle for visualization design [107], [126], which generalizes to a longstanding

recommendation from the visualization community that continuous data types should be
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visualized with a continuous encoding in order to show all the data relationships [8], [95].

Given the general types of features meteorologists look for, however, is it possible explicit

discretization is conferring some advantage? Chapter 5 outlines the study we conducted

looking into this particular guidance conflict. The results, in turn, inspired us to reexamine

the role of discretization in another major conflict we observed between meteorological

practice and visualization guidance: the continued prevalence of rainbow color maps.

That follow-up study is presented in Chapter 6.

In pivoting toward these follow-up studies, we effectively recontextualized this de-

sign study as the first part of a more extensive mixed-methods program. From a mixed-

methods standpoint, the value of this design study became associated with what we, as

visualization researchers, learned from the process. The reality of operational weather

forecasting meant that, for the proposed contributions of this design study to have any

real impact, we would need the backing of the individuals building the meteorological

software and generating the most commonly used visualization products. Obtaining that

backing, however, requires having empirical support for the theories that we inductively

built throughout this initial qualitative course of study. Building that empirical support

became the broad goal of our subsequent work.

3.12 Summary
In this chapter, we presented a design study addressing a set of common problems in

meteorological visualizations, including the inconsistent and ineffective uses of color. We

outlined a system for informed defaults that allows meteorologists without visualization

expertise to generate a wide variety of effective visualizations based on current meteoro-

logical conventions and visualization principles. We extended state-of-the-art visualiza-

tion techniques to allow users to relate multiple isocontour features effectively. Moreover,

we put our various proposed solutions into a proof-of-concept system, WeaVER, which

we validated with collaborators through a series of semistructured interviews.

We also outlined how the insights into the meteorological forecasting process garnered

during this design study became the basis for the mixed-methods program at the heart of

this dissertation. In particular, this design study provided us with in-depth knowledge of

how color is employed in meteorological visualizations and highlighted guidance conflicts
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that illuminated potential gaps in our understanding of the best practices for using color

in visualizations of 2D scalar data.



CHAPTER 4

TOWARD ECOLOGICAL VALIDITY IN

EVALUATING UNCERTAINTY

This chapter provides an overview of the second piece of formative work for this

dissertation: a pilot study aimed at improving ecological validity, or realism, in a user study

investigating the role of uncertainty visualizations in weather forecasting. As we discussed

in Chapter 3, user studies evaluating uncertainty visualizations have traditionally focused

on simplified, low-level tasks [87], [88] that do not adequately reflect how meteorologists

use visualizations. After our design study [145], we wanted to evaluate some of our design

proposals further, but we also wanted the results to generalize to meteorological practices.

In particular, we began to focus on assessing the impact of different ensemble-visualization

techniques across the individualized, complex meteorological reasoning processes that we

had observed.

Working with both psychologists and an atmospheric scientist, we designed and ran

a 5-week longitudinal study to assess the impacts of adding uncertainty visualization

products into meteorologists’ forecasting processes. The study treated each individual’s

process as a black box. We collected data on what information was used in each forecast

but did not limit the information a given individual might choose to access or use. The

results appear to show that the addition of uncertainty visualization products resulted in

some significant differences in forecast accuracy compared to our participants’ baseline

forecasting ability. We are concerned, however, that uncontrolled weather variability may

be confounding these results. In our attempts to address this experimental confound, the

expanded full-scale study grew beyond the scope of our resources.

This chapter outlines the motivations, methods, and results from our pilot study and

reflects on various lessons learned about the tensions between maintaining ecological va-

lidity and establishing experimental control. As the following chapters in this dissertation
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will discuss, these lessons significantly impacted how we addressed our subsequent eval-

uations.

4.1 Study Motivation
Uncertainty is an inherent part of making decisions in a broad spectrum of situations

such as wildfire management [145], hurricane evacuation [31], and even water use pol-

icy [39]. Studying the effects of visualizing uncertainty in decision-making contexts, how-

ever, remains a challenge due to the influences of both expertise and individualized, ex-

periential knowledge [187]. These factors can make controlled studies of the effects of un-

certainty visualizations on decision making difficult, if not impossible, in many real-world

situations.

There is a growing recognition that evaluation in visualization could benefit from a

greater variety of empirical methodologies [27], [94], but the field remains dominated by

two primary modes of evaluation: quantitatively focused user-studies and qualitative

case studies, like those found in design studies. These two modes of evaluation sit on

opposite ends of an experimental spectrum that involves trade-offs among generalizability,

precision, and realism [113]. Within this spectrum, the concept of experimental control

positively correlates with precision in measurements and results. The amount of realism,

on the other hand, is largely tied to the concept of ecological validity. Ecological validity

refers to how closely the experimental setting matches the setting in which the results

might be applied [27]. Psychologists have long noted that there are often explicit trade-offs

between experimental control and ecological validity [102].

In prioritizing experimental control, existing user-studies of uncertainty visualizations

have largely dealt with simplified low-level detailed tasks [87], [88]. These simplifications,

however, often force expert users to make judgments outside their usual decision-making

contexts. Given the lack of proper context, it is not clear how applicable the results of

these studies are in real-world situations. Comparatively, qualitative case-study feedback

presents its own set of challenges. Although case studies can show that an effect exists

in a real-world environment, it is extremely difficult to establish causation. Although ad-

ditional feedback from activities such as contextual interviews and think-aloud protocols

can provide some insights regarding particular design decisions [27], there remains a risk
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that qualitative feedback conflates users’ preferences or demand characteristics with their

performance [23], [70], [77], [133]. Neither set of problems is well suited to understand-

ing the role of uncertainty visualizations in a complex decision-making process such as

operational weather forecasting.

In this chapter, we describe an initial attempt at designing and running an ecologically

valid user study assessing the effects of uncertainty visualizations on weather forecasting.

Relative to the other projects in this dissertation, the contributions of this work are modest.

We highlight the need for better ecological validity in evaluating the effects of uncertainty

visualizations, especially when expertise is a critical part of the decision-making process,

and we outline a strategy for designing and running a more ecologically valid visual-

ization user study with meteorologists. The results from our pilot, although promising,

are inconclusive given both the study’s small sample size and the existence of potential

experimental confounds. As we were unable to run an expanded study to address these

issues, we do not claim the results as a contribution. Still, what we learned about ecological

validity and expertise in the process of conducting this study had a strong influence on the

subsequent work in this dissertation. For this reason, we discuss this project as formative

work.

4.2 Evaluating Uncertainty in Weather Forecasting
Weather forecasting is a decision-making domain characterized by high uncertainty [34].

Atmospheric dynamics are chaotic by nature, and meteorologists are tasked with predict-

ing those dynamics using a combination of sparse, imperfect measurements of current

atmospheric conditions and highly sensitive numerical models of future atmospheric con-

ditions based on uncertain initialization conditions [45]. Compared to experts in other

domains, however, weather forecasters are remarkably reliable in their assessments of

uncertainty and risk [174]. Daipha argues that the reason for this observed difference is, in

part, sociological [34].

Weather forecasters are institutionally and culturally primed to handle uncertainty in-

formation in a way that many other experts and the general public are not [34]. Managing

uncertainty pervades the entire forecasting process, from meteorologists’ choices about

which of the myriad of available data to focus on [145], to their decisions regarding how
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to resolve conflicting and uncertain information [45], to their choices in communicating

their findings to different audiences [34]. Its ubiquity has made uncertainty a central part

of the meteorological cultural context through organizational logic, institutional memory,

and shared practices in places such as local weather offices [34], [52]. These factors raise

questions about the applicability of generalized findings regarding decision-making under

uncertainty [28], [31], [161] in weather prediction.

A series of studies comparing domain experts’ and novices’ interactions with weather

maps, for example, demonstrates that an understanding of atmospheric dynamics funda-

mentally changes the way individuals read and reason about weather maps [103]. Al-

though there is some evidence that training in task-relevant meteorological principles

can enable nonexperts to read weather maps effectively [50], [69], reliably forecasting the

weather requires the ability to reason about atmospheric dynamics, not just the ability to

read a meteorological chart [111], [187]. Indeed, “simply showing a complex visualization,

expecting a user to extract the necessary information, and to be finished is an oversimpli-

fication of how complex visualizations are used” by meteorologists [187, p. 347].

Expert forecasters use visualizations to create an aggregate mental model of what is

happening in the atmosphere and then use that mental model as the primary source of

information for their judgments and decisions [145]. This process is highly individual-

ized [145] and often changes based on “climate, season, experience, and a host of other

factors” [187, p. 343]. These complexities not only make it difficult to assess the role of

uncertainty visualizations in the decision-making processes of operational weather fore-

casters but also raise questions about the generalizability of prior work, where evalua-

tion methods are ad hoc [87], [88]. In systematic reviews of the visualization commu-

nity’s uncertainty literature [87], [88], Kinkeldey et al. note that details like the type and

level of expertise among participants are often unclear. Additionally, tasks are often over-

simplified, focusing on low-level operations such as value retrieval, aggregation, compar-

ison, or search without any explicit justification.

Although a handful of studies have evaluated the impact of uncertainty on decisions

using complex real-world tasks (see the survey by Kinkeldey et al. [87] for a list), we found

only a single study examining at the impact of uncertainty on a complex meteorological

decision [129]. Specifically, Nadav-Greenberg et al. present a study assessing the effect
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of different uncertainty visualizations on participants’ ability to decide whether to post

a high-wind warning advisory [129]. In line with prior work conducted with nonex-

perts [81], the results indicate that the inclusion of uncertainty can be beneficial but that

those benefits depend critically on how the uncertainty is expressed [129].

It is important to note, however, that the task tested by Nadav-Greenberg et al. is not

entirely reflective of operational forecasting environments. The set of products a given me-

teorologist chooses to use in an operational forecast is often incredibly personalized [145].

Because of this fact, requiring different meteorologists to make judgments based on a

limited, controlled set of products forces them out of their normal decision-making con-

text. There remains a need for evaluations that more accurately reflect the macrocognitive

model of meteorological forecasting [187]. This need is what we set out to address.

Our goal is to evaluate uncertainty visualizations while accounting for the complexities

of forecasting the weather in operational environments. Prior studies have attempted to

deal with these complexities in a variety of ways. Stewart et al. analyze the accuracy

of meteorologists’ forecasts in a naturalistic environment by using archived forecasting

data [174]. Daipha employs a qualitative ethnographic approach to understand how me-

teorologists collect and use information in an operational forecasting office [35]. Smallman

and Hegarty use a quasi-controlled, quantitative study to identify the factors that influence

operational forecasters’ selection of, and performance with, complex weather visualiza-

tions [172]. Additionally, Wilson et al. demonstrate the efficacy of eye-tracking for provid-

ing insight into the impacts of visualization display changes in an operational forecasting

office [205]. Like Smallman and Hegarty, we attempt to balance ecological validity and

experimental control in a quantitative study. Our study, however, focuses specifically on

assessing the predictive impact of how uncertainty information is displayed.

4.3 Methods and Aims
Prior work indicates that the utility of uncertainty information in visualizations de-

pends heavily on how well the presentation matches experts’ mental models for the asso-

ciated task [81], [90], [129]. To our knowledge, however, no prior evaluation of uncertainty

visualization techniques has attempted to fully account for the complex mental models

used in operational weather forecasting. We set out to address this evaluation gap.
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The primary goal of our pilot is to assess the experimental efficacy of reducing ex-

perimental control in favor of improving ecological validity. To this end, we selected

a hypothesis that we believed would be straightforward to confirm. In line with prior

work [81], [129], we hypothesize that different uncertainty visualization products should

have varying impacts on forecast accuracy. We hope that, by validating that differences can

still be detected in a less controlled operational environment, our experimental design can

act as a template for subsequent evaluations of novel uncertainty visualization techniques

in forecasts (e.g., how contour boxplots [202] compare to spaghetti plots with respect to

forecast accuracy).

We conducted a 5-week longitudinal study centered around the skills and workflows

of a small team of quasi-expert student forecasters at the University of Utah. The study

employed a mixed design, where each week, the participants were asked to issue sets

of 3-day forecasts for daily high temperatures at multiple locations. During 3 of the 5

weeks, the participants were also asked to integrate additional uncertainty visualizations

into their forecasts. We then compared the accuracy of the participants’ forecasts with and

without these additional uncertainty products. The following subsections provide further

details about the participants, the uncertainty products, and the experimental procedure.

4.3.1 Participants

Our participants were all members of the Ute Weather Center, an undergraduate fore-

casting club at the University of Utah. The Ute Weather Center operates as a local weather

office for the University of Utah community, issuing daily 5-day forecasts of tempera-

ture highs and lows, cloud cover, and precipitation for the campus and various locations

around the Salt Lake Valley. It was created to be a safe learning environment where

undergraduates could gain experience applying class-based skills to weather forecasts in

an operational context. At the time of our study, the Ute Weather Center’s forecasts were

reliable enough that various members of the campus community, including the University

of Utah baseball team, frequently utilized them.

The five individuals (1F, 4M) we worked with comprised the team staffing the Ute

Weather Center over the summer of 2015. The individuals were all undergraduate stu-

dents, and they had similar levels of expertise. Although their skills did not yet match
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those of professional forecasters, each had at least 6 months’ worth of experience regularly

issuing forecasts for the Ute Weather Center and 1–3 years of study as an atmospheric

sciences major. Professors in the Department of Atmospheric Science confirmed that this

level of expertise was sufficient for basic meteorological analyses, such as our selected task

of forecasting daily high temperatures.

Our goal in this study is to keep participants as close as possible to their actual decision-

making process. To this end, we shadowed two of our eventual participants’ daily fore-

casts while we were designing the study. Both participants’ workflows mirrored the ones

we observed in our prior design study [145]. Each forecaster began by establishing the

big-picture status of what was going on in the atmosphere (e.g., “There is a low-pressure

system coming through [the region]”). That understanding was then used to reason about

the expected effects at the regional level or mesoscale while accounting for interactions with

other regional effects, such as the atmospheric phenomena caused by the presence of the

Great Salt Lake. The forecasters would then make their local, point-based forecasts keeping

all of this information in mind. In line with our prior observations [145], this process was

highly individualized, with both student forecasters utilizing different sets of visualization

products to arrive at similar forecasts.

In order to account for the individualized process differences among forecasters, our

study treats the forecasting process as a black box. We asked the forecasters to tell us

which products they used in a given forecast but allowed them to conduct their forecast

using whatever information they wanted. We recognize that such a policy represents a

notable loosening of experimental control compared to prior work [129], but it is abso-

lutely necessary for ecologically valid observations of the impact of different uncertainty

visualizations on decisions in an operational forecasting context.

4.3.2 Uncertainty Stimuli

The uncertainty visualization products that we generated for the experiment were

based on visualization techniques commonly used in meteorology. They included plume

diagrams, mean and standard deviation (MNSD) plots, and spaghetti plots [148]. In each

of these products, the notion of uncertainty derives from an ensemble of numerical weather

prediction simulations designed to represent a space of possible forecast outcomes [145].
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Each product, however, shows a fundamentally different view of the data.

As one atmospheric sciences professor explained to us, meteorologists generally care

about four critical perspectives of forecast data:

1) How do things change over time?

2) How do things vary spatially?

3) How do the ensemble members (i.e., simulations) differ?

4) What is the context? How do the various meteorological features in the forecast

relate?

Plume diagrams, like the one shown in Fig. 4.1, emphasize the time and ensemble

perspectives of the data. Individual lines show the predicted values (y-axis) from different

simulations (color) for a given variable at a single point in space over time (x-axis). Plume

diagrams are primarily used late in the forecast process when the forecaster is making

point-based judgments.

Spaghetti plots (see Fig. 4.2), on the other hand, emphasize the space and ensemble

perspectives of the data. Each line shows the geographical extent (x- and y- axes) of an

isocontour, a given value for a single variable in the forecast data, for a different simulation

(color) at a given time step. Spaghetti plots are generally used to understand information

about uncertainty in the behaviors of large-scale weather features, such as pressure fronts

or the freezing point boundary. They tend to be used early in the forecasting process.

MNSD plots (see Fig. 4.3) emphasize space and context, while providing partial infor-

mation about the variability in ensemble. They overlay the mean (black isocontours) and

standard deviations (color map) of all the simulated values in the ensemble for a single

variable at each grid point for a given time step. MNSD plots utility lies somewhere

between the other two plot types we have discussed. Sometimes they are used to relate

various weather features; however, as noted in Chapter 3, the averaging operation can

result in physically implausible features and relationships. Other times they are simply

used as a way to read point values. Where they factor into the forecasting process depends

on how the meteorologist is using them.
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In each case, the utility of the uncertainty product varies significantly depending on

the field shown. As one atmospheric sciences professor explained, plume diagrams are

particularly helpful for looking at precipitation, where behaviors tend to be localized, but

they are virtually useless for looking at geopotential heights, where features are thousands

of kilometers long. By the same token, spaghetti plots are incredibly useful for looking at

geopotential heights but often meaningless in the context of precipitation.

The products used in our experiment are all generated using the 700 mb temperature

(TMP) field. The reason is that, for areas in the Salt Lake Valley, point values of 700 mb TMP

are the primary indicator used in forecasting daily high temperatures. We acknowledge

that the expected utility of spaghetti plots for this field is low. The nature of spaghetti

plots makes them inefficient for assessing the value and associated uncertainty for specific

points in space and time. Given the number of other aspects we are not controlling for in

the experimental design, however, we felt it was necessary to use a consistent field across

the uncertainty products.

We generated all of the uncertainty products from NCEP’s Short-Range Ensemble Fore-

cast (SREF) using the Grid Analysis and Display System (GrADS) software [46]. Updated

products were automatically generated with each release of the SREF (at 03, 09, 15, and 21

UTC every day) and published to a web page for the participants to be able to access.

The web page showed only the products that were supposed to be available in any

given week. Individual plume diagrams were provided for each of the six locations for

which the participants were asked to generate forecasts. For the MNSD plots and spaghetti

plots, participants could access any time steps of the forecast and animate across them

using an interactive animated stepping interface similar to those found in other publicly

available meteorological product pages [177]. Individual sets of spaghetti plots were ac-

cessible for every increment of 1°C in the forecast.

Notably, the SREF provides time steps only out to 87 hours, whereas the Ute Weather

Center usually issues 5-day forecasts. Unfortunately, we were unable to find a longer range

ensemble that was publicly released at a fine enough resolution to allow the forecast to dis-

tinguish between Ute Weather’s various forecast locations. To account for this mismatch,

we asked the participants to report only the first 3 days of their forecasts.
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4.3.3 Experimental Procedure

We modeled our experimental procedure off of Ute Weather’s normal forecasting oper-

ations. Every day, the Ute Weather center issues 5-day forecasts for five locations around

the Salt Lake Valley. These forecasts include daily high-temperature predictions. The five

team members we worked with were each regularly assigned to forecast one of these five

locations. These forecasts usually take team members about an hour to make.

For the study, we asked each participant to provide us with 3-day forecasts of the daily

high temperature for two locations: the location for their normal assigned forecast and an

additional shared location in the Salt Lake Valley: Ogden-Hinckley airport. Because of the

shared mental model, the additional forecast was estimated to require only 10–15 minutes

of added work.

We asked the participants to provide forecasts for the study three times each week: on

Mondays, Thursdays, and Fridays. While making these forecasts, the participants were

instructed to keep track of the URLs for any meteorological products they used and the

amount of time the forecast took. They were asked to submit this information along

with their forecasts through a Qualtrics survey. The survey also asked participants to

rate their confidence in each of their two 3-day forecasts using a 5-point Likert scale. We

assessed forecast accuracy by validating each prediction against the observed daily high

temperatures measured by weather monitoring stations at each forecast location.

The study ran for 5 weeks. For the middle 3 weeks of the study, we provided the

participants with uncertainty visualization products, which we asked them to look at and

attempt to incorporate as part of that week’s forecasts. At the beginning of these weeks,

we provided the participants with a video tutorial and written explanation of how to read

and use that week’s uncertainty product. We also provided them with a link to a webpage

containing up-to-date versions of those products that they could access throughout the

week. The rest of the instructions remained the same.

At the conclusion of the study, we conducted in-person interviews with each partici-

pant for additional feedback. Participants were compensated $50 for their participation in

the study (i.e., at a rate of $10 per hour).
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4.4 Analysis
We conducted a linear mixed-effects analysis due to our use of a mixed design with

repeated measures. Participants were modeled as a random effect, and the week, location,

day, and a potential week:day interaction were all modeled as fixed effects. The weeks of

the study were modeled as a categorical variable, with week 1 (no product) as the reference

group, weeks 2–4 covarying with the provided uncertainty products (plume, MNSD, and

spaghetti plots), and week 5 (no product) acting as a secondary baseline measurement.

We modeled the study weeks instead of the uncertainty products directly in order to

compare the two baseline measurements and explore whether weather variability might

disproportionately be biasing participants’ responses. The forecasted location (normal,

shared) was also modeled as a categorical variable. The forecasted day, on the other hand,

was modeled as an ordered variable (1 < 2 < 3) using orthogonal polynomial contrasts, in

an attempt to capture the increasing amount of uncertainty depicted in the corresponding

visualization products. The full equations and output can be found in the supplemental

materials archive for this dissertation, but the core relationships can be seen in Fig. 4.4.

As a note, visual inspection of the residuals of our model shows a right-skewed dis-

tribution, indicating that the model violates the assumption of normality. Although lin-
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Fig. 4.4. The mean forecast error and 95% confidence interval for each study week and
forecasted day. The model shows significant main effects across both weeks and forecasted
days, as well as significant week:day interactions.
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ear mixed effect models are generally robust to violations of normality [191], this fact,

combined with the small number of subjects in our study, suggests a need for caution in

interpreting inferences using this model. The implications of this violation are discussed

further in Section 4.5.

The model reveals significant main effects where the week that we provided partici-

pants with spaghetti plots resulted in significantly less accurate forecasts compared to the

original baseline week (t(414.23) = 3.01, p < .01), and the week that we provided partici-

pants with plume diagrams resulted in significantly more accurate forecasts compared to

the original baseline week (t(413.25) = −2.42, p < .05). The planned contrasts also reveal

significant linear and quadratic effects across the forecasted days (day.L t(413.12) = 4.21,

p < .001; day.Q t(413.12) = 2.42, p < .05). These main effects, however, are qualified by

several significant interactions between various weeks of the study and both linear and

quadratic increases in forecast day (week2:day.L t(413.32) = −2.22, p < .05; week3:day.L

t(413.19) = −3.92, p < .001; week2:day.Q t(413.19) = −3.27, p < .01; week3:day.Q

t(413.14) = −2.68, p < .01; week4:day.Q t(413.12) = −4.56, p < .001; week5:day.Q

t(413.18) = −2.35, p < .05).

We explored these interactions by running the same model on each of the forecasted

days individually. This post hoc analysis indicates that for the week the participants

were provided plume diagrams there were not significant differences in forecast accuracy

compared to the original baseline week for days 1 (t(135.28) = −1.43, p = .15) or 2

(t(140) = 1.11, p = .27), but there was a significant increase in forecast accuracy for day

3 (t(138) = −4.35, p < .001). A similar pattern is observed when participants’ forecast

accuracy is compared between the second baseline week and the original baseline week

([day1] t(135.9) = −1.23, p = .22; [day2] t(140) = 0.80, p = .42; [day3] t(138) = −2.10,

p < .05). For the week that participants were provided with the MNSD plots, on the other

hand, forecasts were significantly less accurate than the original baseline week for days 1

(t(135.2) = 3.24, p < .01) and 2 (t(140) = 2.73, p < .01) and significantly more accurate

for day 3 (t(138) = −2.93, p < .01). Finally, during the week participants were provided

with spaghetti plots, they were significantly less accurate than the baseline week on day

2 of the forecast (t(140) = 4.76, p < .001) but showed no significant difference on either

days 1 (t(135.28) = 1.35, p = .18) or 3 (t(138) = −1.41, p = .16).
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4.5 Discussion
As a whole, our analysis suggests that factors unaccounted for in our model con-

tribute to the effects observed in our pilot data. In particular, it seems likely that weather

variability impacted forecast difficulty during the study in a way that is confounding

the differences found in our analysis. This claim appears to be supported by the fact

that a similar pattern of improvement can be seen in both the week that we provided

participants with plume diagrams and participants’ second ’baseline’ week. Additionally,

in their poststudy interviews, all of our participants indicated that they largely ignored

the provided spaghetti plots. This information suggests that something other than the

provided uncertainty product is driving the observed accuracy differences for that week,

and the weather is a likely candidate. These observations suggest that weather variability

is a larger threat to the validity of our results than either our small number of participants

or the normality violation in our model. Without directly addressing this confound, it is

impossible to draw any definitive inferences about causation from our data. Accordingly,

we do not claim that the results of our pilot study represent a significant contribution.

Our pilot data do, however, contain a couple of trends that deserve closer examination

in a follow-up or expanded study. In particular, any subsequent work should look closely

at whether plume diagrams actually have a more substantial impact later in the forecast

period. During our poststudy interviews, all of our participants noted that they found the

plume diagrams incredibly useful in making their forecasts. Given the close alignment of

these visualizations’ contents with the provided task, there is a strong theoretical basis for

why plume diagrams might have more impact when there is more uncertainty.

The multiple indications of a quadratic effect on accuracy for forecasts further in the

future should also be investigated. Although we expect that forecast accuracy should

vary over the forecast period, there is no intuitive reason why forecasting errors should

decrease after increasing. For each of the 3 weeks that we provided participants with

uncertainty products, however, the average forecast error peaks on day 2 and improves

on day 3. It will be important to assess whether this effect is being driven in some way

by the ensemble shown in our uncertainty products. Given that the underlying numerical

models are a function of the weather, once again, making that determination will almost

certainly require accounting for weather variability.
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We see three potential ways to address the problem of weather variability in a follow-

up study. One option is to increase the length of the study, averaging out the weather vari-

ability through repeated measurements over time. According to a psychology professor

familiar with longitudinal analyses, however, we would still need an order of magnitude

more participants (around 20) in order to be confident in the stability of the multilevel

model estimates. An alternative randomization strategy for handling weather variability

would be to stagger the forecasting days across participant groups while counterbalancing

when the uncertainty products are provided. Such a study could be run in a shorter

amount of time (15 days) but would require even more participants (30–50 participants).

The third option is to control weather variability out of the experiment entirely by run-

ning a single-day study. The resulting between-subjects design would require the most

participants of these three options (around 60 participants).

In all three cases, recruiting the requisite number of participants introduced a cascading

set of problems. As a relatively small department, the University of Utah Atmospheric

Sciences Department was unlikely to support recruiting more than 10–15 participants with

sufficient and similar levels of expertise, meaning that we needed to expand our partici-

pant pool. Nothing in our study precludes it from being run online; however, recruiting

students from different schools introduces a new problem. Differences in local climatology

often lead to different emphases in training. One should expect that student forecasters

from the University of Utah may forecast quite differently from student forecasters at

Penn State, for example. Climatology, in turn, needs to be accounted for in selecting

forecast locations, which also need to be geographically diverse and have similar weather

complexity.

After spending several months tweaking and updating our experiment design to ac-

count for all of the competing requirements, we eventually realized that running our

expanded study was not going to be feasible. We would have had to run a single-day study

at multiple universities, each with reasonably large sets of student forecasters (i.e., not the

University of Utah). Additionally, the forecast locations and corresponding uncertainty

products would need to be picked and generated on the day of the study, in order to

properly control for both forecast difficulty and climatology.
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4.6 Regarding Increased Realism
Despite the lack of a clear research success story, this project significantly increased

our understanding of the various trade-offs between ecological validity and experimen-

tal control. Although we argue that there is still a clear need for studies that are more

representative of the meteorological forecasting process, there is also a question about the

extent to which this need for increased realism in user studies generalizes across domains

that involve decision-making. In certain cases, psychological realism [21] may present an

adequate alternative.

Psychological realism refers to “the extent to which the psychological processes that oc-

cur in the experiment are the same as the psychological processes that occur in real life” [21,

p. 12]. It is usually contrasted with mundane realism or the extent to which the research

setting matches the naturalistic environment of the behavior(s) being studied [21]. For

testing certain theories, whether an experimental setting matches the naturalistic context

of everyday life may be significantly less important than whether the physiological and

cognitive processes mediating the causal relationship under investigation are representative

of what occurs in everyday life.

In this project, our stated goal actually reflects the concept of psychological realism. We

were attempting to address the fact that no prior evaluation of uncertainty visualization

techniques properly accounts for the complex mental models used in operational weather

forecasting or how those mental models mediate the forecasting process. Although it is

possible to push even further towards psychological realism, doing so will not necessarily

result in a more straightforward experiment. We would still need to ensure, for example,

that individuals are extracting information from a visualization, integrating that infor-

mation into an internal representation using a preexisting framework, and then making

judgments based on that internal representation. Still, we have found the basic idea of ex-

amining the processes mediating the phenomena one is trying to study incredibly helpful.

As the subsequent projects in this dissertation illustrate, focusing on mediating processes

can be a useful scaffold for garnering new insights regarding real-world practices.
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4.7 Summary
This chapter describes a pilot study aimed at increasing ecological validity in a user

study assessing the impact of different uncertainty visualizations on weather forecasts.

We discussed the clear need for evaluations of uncertainty visualizations that better reflect

complex, real-world decision-making environments, we detailed our attempt at designing

and running such an experiment, and we reflected on lessons we learned in the process.

This project does not have a direct impact on the primary contribution of this disserta-

tion; however, the insights about ecological validity and experimental design established

during this project significantly influenced studies that do. In this formative role, this

project is a core part of a secondary contribution dealing with trade-offs among experi-

mental control, ecological validity, and the generalizability of research results.



CHAPTER 5

EVALUATING THE IMPACT OF BINNING 2D

SCALAR FIELDS

This chapter discusses the explanatory quantitative study that we conducted to under-

stand the impact of the meteorological convention to use binned color maps to encode

continuous data. As outlined in Chapter 3 Section 3.11, during our formative design

study [145], we noticed that the vast majority of meteorological visualizations encode

continuous scalar fields using either filled or unfilled contour maps, which conflicts with

standard visualization guidance. Given that this is also a common practice in cartography,

we were curious whether there might be benefits that were not being accounted for by the

existing visualization guidance.

We designed and ran a user study attempting to assess the impact of using discrete

color maps to visualize 2D scalar fields across a set of increasingly complex tasks inspired

by meteorological practice. The results showed that neither the prediction of the visualiza-

tion community nor that of the cartographic community was accurate. Instead, the results

provided evidence of a speed-accuracy trade-off, suggesting that the choice of a discrete

versus continuous color map should be based on a careful consideration of one’s tasks.

In this chapter, we provide an overview of the conflicting guidance regarding the use

of discrete versus continuous color scales for visualizing 2D scalar fields, we detail our

study’s methodological choices, and we outline how the results lead to the revision of

long-standing guidance in both the visualization and cartographic communities.

5.1 Study Motivation
A foundational design principle in visualization is the expressiveness principle, which

states that a visual encoding should express all of the relevant relationships in the data, and

only the relevant relationships in the data [107], [126]. For visualization contexts centered

around sense-making and data exploration tasks, the expressiveness principle implies that
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a continuous encoding channel should be used for continuous data. This recommendation

is also mirrored elsewhere in the visualization literature [8]. In practice, however, domains

such as cartography [171] and meteorology [145] have strong conventions that visualize

continuous data with a discrete encoding. These domains rely on visual channels, such

as color and saturation, to encode a continuous function defined over two-dimensional

space, known as a 2D scalar field. They commonly do so by employing discrete color maps

or contour lines, also called isarithmic maps [171].

The existing literature provides little guidance about either encoding continuous, 2D

scalar fields with binned color maps or how this design decision affects data interpretation

and decision-making. Research into properties of color maps for encoding continuous

data types has largely focused on continuous color maps [8], [117], [152], [186]. This line of

research provides guidance on how to capture properties of the data, such as divergence

around a center point [186] or emphasis on one end of the data range [8]. These papers go

so far as proposing corresponding binned color maps, but do not make claims, or even

discuss, their efficacy for continuous data. Work on transfer function design has also

proposed methods for binning colors, but with a focus on volumetric scalar fields and

with the underlying goal of classifying materials or features [49] as opposed to directly

understanding the continuous nature of a scalar field itself.

An exception is work in cartography that explores the efficacy of using binned color

maps for encoding continuous values in choropleth maps. This work suggests that bins

increase speed and accuracy [66]. However, the tasks that a choropleth supports are

different from those of a 2D scalar field, making it unclear whether the results hold more

generally across continuous data types. Additional work has focused on contouring 2D

scalar fields, such as digital elevation models (DEMs), which involves connecting points of

equal value with isolines. Although pragmatic advice is offered for determining distances

between isolines [199], no empirical studies have evaluated the impact of contouring on

decision-making.

This work aimed to test whether the decision to violate the expressiveness principle

when visualizing 2D scalar fields influences decision-making across a broad spectrum of

tasks. To this end, we conducted a user study in which participants were provided with

continuous or binned grayscale encodings of the same topographical 2D scalar field. Then
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we tested participants’ abilities to complete a range of increasingly complex tasks in a

geospatial context.

The primary contribution of this work is our study results, which demonstrate that de-

cisions made with binned encodings not conforming to the expressiveness principle were

either as accurate or more accurate than those that followed the principle and employed a

continuous encoding. This finding revises long-standing guidance within the visualization

community by showing that strict adherence to the expressiveness principle is not always

advisable for visualizing 2D scalar fields. A secondary contribution was the expanded

task-set that we created for the study. We selected these tasks based on both Brehmer

and Munzner’s visualization task typology [16] and actual behaviors observed during our

formative design study [145], with the goal of increasing both the tasks’ complexity and

their relevance to real-world problems.

In the remainder of this chapter, we lay out an overview of existing work on continuous

versus binned color maps, a description of our study and results, and a discussion of the

findings and their implications for visualization. Section 5.2 includes discussions from

cartography regarding the decision to use continuous or segmented mappings and briefly

reviews the visualization work on encoding data using color and binning data effectively.

We follow this with a detailed description of the experimental setup for our study and the

results in Section 5.3. Finally, Section 5.4 discusses the implications of the findings, both

generally and in the context of our larger mixed-methods research program.

5.2 Perspectives on Binning Continuous
Scalar Data

Work in cartography and visualization offers inconsistent views on binning continuous

data. Modern approaches in cartography advocate for binning the data, yet visualization

suggests that a continuous channel should encode the data. Given the disagreement in the

literature, this section details research from both disciplines as motivation for the study we

conducted.

5.2.1 The Cartographic Perspective

A prevalent assumption in cartography regarding choropleth maps is that binned color

encodings of quantitative data are more comprehensible than continuous encodings [66],
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[199]. This perspective started a lively discussion in 1973 when Waldo Tobler developed

a method of creating continuous grayscales using a line plotter [185]. Employing Tobler’s

method, cartographers had the option between continuous grayscales or discrete tone

encodings, and thus a heated debate ensued [171]. Jean-Claude Muller was a key ad-

vocate for the new continuous method, conducting various studies demonstrating that on

printed maps generated using a facsimile method [124], users could discern similar map

features with continuous encodings that are discernible by binned encodings [122], [123].

Muller’s and Tobler’s work was contested notably by Michael Dobson in a series of com-

mentaries [42], [43] in which he detailed a laundry list of grievances with continuous

encodings of choropleth maps, including increased time to perform tasks, reduced ability

to control the amount of information presented, decreased pattern discrimination, and

increased mental workload [42]. Although these specific findings may not necessarily

generalize directly to either 2D scalar field visualizations or modern display technologies,

the perspectives exemplify relevant considerations for the trade-offs between the richness

of presented data and usability.

Many of the tasks performed with choropleth maps are fundamentally different from

those performed with 2D scalar field visualizations, as the latter are often used to make

judgments about continuous features in the data. Thus, it is unclear to what extent stan-

dard practices used for binning choropleth maps extend to 2D scalar fields. Other work

in cartography and geospatial information systems (GIS), however, has focused on speci-

fications for contouring 2D scalar fields such as digital elevation models [199]. This work

suggests that contouring aids in interpreting continuous features [62], [76]. Contouring

involves defining spans between isolines and, in the case of contour maps, encoding the

span between isolines with a discrete encoding such as color or grayscale. Since the

resulting visualizations can be similar between contouring and discrete binning, there

is likely a relationship between tasks that both methods support. Defining the appro-

priate relative distance between isolines is domain-specific and commonly a judgment

call by the designer. Watson recommends that “by looking at the range of heights in

your dataset, you will get an idea of the levels that suit your data” [199, p. 11]. More

advanced techniques in GIS include methods for generating contours for a given task

based on classifications of data features such as peaks or valleys (for a review see [62]).
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Various techniques for representing surface topology as graphs have also been proposed,

notably the Reeb graph [167] and the Morse-Smale complex [36]. These approaches represent

the relationship of critical topological features as nodes in a network visualization [99].

However, to our knowledge, no user studies in GIS have been conducted to assess the

influence of discretization techniques on decision-making.

5.2.2 The Visualization Perspective

As outlined in Chapter 2, an extensive body of research within the visualization liter-

ature considers the role of color in data encoding. Here, we summarize work concerning

decisions and issues with encoding continuous data with color.

Previous work in visualization concerning color-encoding channels primarily recom-

mends a binned color map for categorical and ordinal data and a continuous one for

quantitative data [8], [117], [186]. Much of the work on discrete color maps centers around

Brewer’s perceptually optimized color maps [19], [20], [66]. These color maps are widely

adopted [213] and have inspired guidelines [212] and generative systems [203]. Alter-

natively, Healey outlines a systematic method for generating effective isoluminant color

schemes with up to seven colors by controlling for color distance, linear separation, and

color category [67].

For continuous color maps, the literature primarily focuses on establishing and using

principles for color-map design to create better defaults [119] or domain-specific recom-

mendations [145]. However, it is generally accepted that there is no one best color scale and

that a variety of factors dictate effective color usage [152]. For example, Ware offers exper-

imental evidence that hue variation is better for extracting absolute values, whereas lumi-

nance change enables enhanced form comprehension in continuous 2D scalar fields [195].

Bergman et al. provide continuous color-map recommendations based on data class, task,

and spatial frequency [8]. Rheingans outlines various design considerations for creating

successful continuous color maps: goals, the nature of the data, the intended audience,

the visualization as a whole, and cultural connotations [152]. Additionally, Tominski et

al. [186] provide a formalized set of task-driven continuous color-map recommendations

based on characteristics of the data, tasks and goals, the user, and the display.

Where principles for continuous color-map design have been generalized to corre-
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sponding binned color maps, the discussion is limited to applying those color maps to

nominal or ordinal data [117], [186]. Bergman et al. [8] provide one of the only explicit

discussions about encoding continuous data discretely. They argue that using a binned

color map on continuous data is useful for segmentation tasks, where the explicit goal

is to show multiple features. There is, however, no discussion of what effect a binned

encoding might have on isomorphic tasks, where the goal of the representation is to reflect

the structure in the data. Additionally, as Mittelstädt et al. point out, many of the existing

guidelines for creating effective color maps are geared toward a single elementary task,

whereas real-world scenarios typically require more complex, combined tasks [117]. The

goal of our work is to look at the influence of binned color maps across a wide range of

both segmentation and isomorphic tasks for 2D scalar fields.

Work on visualizing continuous functions in three-dimensional (3D) space using color

mainly focuses on techniques for volume visualization. As outlined in Chapter 2 Sec-

tion 2.1.1, transfer functions for volume visualization play a classification role in 3D scalar

fields that closely resembles the Bergman et al. notion of segmentation tasks [49], since the

goal in both cases is to elucidate features. Although various attempts have been made to

automate or optimize the data classification step in transfer functions [54], [85], [193], the

results do not readily support isomorphic tasks, which we also wanted to test.

5.3 Methods and Aims
Even though the expressiveness principle suggests that continuous data should be en-

coded with a continuous channel, some visualization practitioners have likely discovered,

through experience, that binning continuous data types is beneficial in various situations.

We argue that violations of the expressiveness principle should be used to calibrate efficacy.

Visualization efficacy is domain-specific, but can generally be gauged by speed, accuracy,

and confidence in task performance. Focusing on the geospatial domain, we predict that

forgoing the expressiveness principle for the 2D scalar field data used in the current study

will likely increase accuracy and confidence in task performance, which is consistent with

work suggesting that binned choropleth maps are preferable. However, binning may

reduce speed, showing a classic speed-accuracy trade-off.

To test our hypothesis, we employed a between-subjects design, with five groups of
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participants each performing tasks with one of five binning conditions. Each of the binning

groups was comprised of participants from Amazon’s Mechanical Turk with participation

criteria set to master-class workers in the US. The average screen size used by the popula-

tion in this study was 1600 x 900 cm, the median was 1280 x 1024 cm, and the mode was

1366 x 768 cm. The five binning conditions, shown in Fig. 5.1, Fig. 5.2, Fig. 5.3, Fig. 5.4,

and Fig. 5.5, include one perceptually linear continuous grayscale encoding, along with

four approximately perceptually linear binned grayscale encodings. These were based on

binning intervals ranging from fine to coarse. Type of task was a within-subject variable,

with each participant completing 12 randomly ordered tasks ranging in complexity.

5.3.1 Stimuli Generation

We created the experimental stimuli from a DEM projected into the continuous range 0–

100. This range allowed us to start with a dataset where the data range explicitly matched

the range of the lightness channel, L*, in the commonly used CIELAB color space. CIELAB

was designed to be perceptually uniform when evaluating small color differences [175].

These differences are defined based on a Euclidean distance metric, where one unit of

Euclidean distance (∆ E∗
ab = 1) was designed to equal one just-noticeable color difference

(JND). Other work, however, suggests that ∆ E∗
ab = 2.3 is a more accurate benchmark for

just-noticeable color differences in the CIELAB color space [109]. Although more accurate

color difference spaces and color appearance models exist [121], [175], the simplicity of

CIELAB has made it the most practical choice for designers [51], [180].

We generated the perceptually linear continuous grayscale encoding by mapping the

elevation data values to CIELAB lightness, L*, while leaving a* = b* = 0. We utilized the

Mahy et al. [109] benchmark of ∆ E∗
ab = 2.3 to create four binning conditions. The smallest

bin was nearly-continuous (∆ E∗
ab = 2.3), which resulted in a set of bins approximately 1

JND apart. The three coarser binnings were then generated by doubling (∆ E∗
ab = 4.6),

tripling (∆ E∗
ab = 6.9), and quadrupling (∆ E∗

ab = 9.2) the initial bin size. The resulting

color-mapped stimuli are shown in Fig. 5.1, Fig. 5.2, Fig. 5.3, Fig. 5.4, and Fig. 5.5. As

none of these quantities neatly divides into the data range, the lowest elevation bins were

smaller and variable in size. Therefore, we specifically avoided asking questions regarding

the lower elevations as this inconsistency could have influenced participants’ responses.
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Fig. 5.1. Experimental stimulus showing the Continuous binning condition.



79

Fig. 5.2. Experimental stimulus showing the 10m binning condition.
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Fig. 5.3. Experimental stimulus showing the 20m binning condition.
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Fig. 5.4. Experimental stimulus showing the 30m binning condition.
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Fig. 5.5. Experimental stimulus showing the 40m binning condition.
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Grayscale is generally considered to have a limited perceived dynamic range, and

approximations for the number of JNDs vary [95], [152]. The data range of our continuous

encoding matches the theoretical maximum of 100 JNDs [152], and we base our finest

binning on the most conservative estimate of 43 JNDs [109].

It should be noted that we did not account for perceptual effects such as simultaneous

contrast that have been well documented for grayscale [195]. Recent work by Mittelstädt et

al. has proposed and subsequently improved upon postprocessing methods that counter

contrast effects [116], [118]. However, prioritizations based on task are required. Con-

sequently, we could not appropriately optimize a single image for all tasks using this

technique.

The CIELAB pixel values were converted to sRGB to create the images used in the

study. The sRGB color space is nonlinear standardized RGB specification, which is widely

accepted as the default RGB specification in web-imaging [175]. Given that we ran the

study online, sRGB was a logical choice.3

For those stimuli requiring defined regions, the regions were layered on the sRGB

images via postprocessing (e.g., Fig. 5.6). Additionally, to ensure that our visual stimuli

more accurately matched the nature of our questions, we linearly scaled the legend values

such that ∆ E∗
ab = 2.3 equates to a 10-meter difference in elevation. The five binning

techniques or test conditions are named based on this scale (10m n = 100, 20m n = 99, 30m

n = 99, 40m n = 100, and Continuous n = 101). From the participants’ point of view, our

questions regarded topographical data spanning a range of 75–510 meters. We collected

responses using this range and for appropriate tasks transformed the response values back

to the original 0–100 value range for analysis.

5.3.2 Tasks

This study examines how visualization techniques that forgo (i.e., binned encodings)

and conform (i.e., continuous encoding) to the expressiveness principle influence the gen-

eral public’s interpretations of data. Brehmer and Munzner [16] provide a thorough typol-

ogy of visualization tasks that we selected various tasks from to test this aim. We focused

3An alternative choice would have been to try to utilize the parametric color difference model proposed
by Szafir et al. [180], which was designed to incorporate the real-world perceptions of target populations on
services such as Amazon’s Mechanical Turk.
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Fig. 5.6. Example Continuous condition stimulus for the Highest Point in Region task.

on discovery-based tasks, which involve generating predictions and testing theories in

the data. This categorization of tasks incorporates search and query tasks. Search tasks

can be categorized as lookup (when both the target and location are known), browse (when

the target is unknown, but the location is known), locate (when the target is known, but

the location is unknown), and explore (when neither the target nor the location is known).

When the target or set of targets has been located, then a query step is performed, where

the participants identify, compare, or summarize the targets. We did not address the how

and what sections of Brehmer and Munzner’s typology [16] since these are most relevant

to interactivity, which falls outside of the scope of the current work. Further, we were

interested in assessing performance on both elementary (on single values) and synoptic

(on sets of values) tasks [6],[186]. We utilized comparisons, rankings, and summarizations

of regions to this aim.

In an extensive initial pilot study, we tested six tasks that were chosen to represent a

broad spectrum of possible visualization tasks ranging in complexity. We were particularly

interested in including tasks that incorporated the integration of multiple features since we
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had observed users attempting such tasks in applied settings in our previous work [145].

In the simplest task, participants were instructed to click on the highest location on a

map, which was intended to test the participants’ ability to locate relevant values with

the different binning techniques. Prior work has found that participants are quite accurate

at mouse cursor location precision, with errors ranging from 2–3% [11], making mouse

clicks a reasonable choice of response type. In the most complex task, participants were

asked to rank locations according to flood risk, which involved integrating both elevation

information and distance from a river. This task was both complex and modeled after

real-world scenarios. Although our pilot study was informative, the problem was that

glyphs were placed on the visualizations to indicate specific points, which occluded rele-

vant values. For example, two glyphs were placed on the visualizations, and participants

were asked to compare the elevation of each location indicated by the glyphs. The present

study addressed this issue by asking participants to make relative judgments about regions

rather than occluded points. Additionally, the present work uses mouse-click responses

and comparisons because they were the most successful task types in the pilot study.

We further expanded the spectrum of tasks to include previously untested variants of the

aforementioned tasks along with asking participants to summarize fields of data.

For all tasks, participants were shown one topographical map with a single binning

technique. Time to complete each task was recorded along with a subjective measure of

confidence in task performance. After each task, participants were presented with a 1–

7 Likert scale to measure their confidence (1 = not at all confident, 7 = very confident).

Additionally, we asked participants questions about monitor display capacities, including

black level, white saturation, and gradient banding. We include screenshots of each task

and the display questions in the supplemental materials for this dissertation.

5.3.2.1 Locate or Explore and Identify Tasks

Depending on a participant’s approach, the following tasks could be completed by

either a locate or explore strategy followed by an identification step, according to Brehmer

and Munzner [16]. For example, if a participant identified a relevant value on the legend

(e.g., the highest elevation) and then looked for that value, this would be a locate task —

seeking for a known target in an unknown location. If, instead, the participant searched
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for characteristics in the data that are unknown targets (e.g., relative height or slope), it

would be an exploration task [16]. In either case, the participants subsequently identified

the target via mouse click.

1) Highest Point. Participants were asked to “Click on the highest point in the image.”

2) Highest Point in Region. Participants were asked to “Click on the highest point

inside box A.” This task was intended to be a more complex version of the former

task, by prohibiting participants from distinguishing the highest elevation on the

legend and then identifying that location on the map. Instead, participants had to

locate the highest point within a region, which was outlined in red and overlaid on

the map (see Fig. 5.6). All tasks that required responses in regions used the same

type of red outline overlay. Although participants could have looked up values

in the legend, this task did not require this strategy and likely primarily depended

on participants’ ability to make relative comparisons between elevations within the

region.

3) Locate 275m. Participants were asked to “Click on any point in the image that has

an elevation of 275 meters.” This task was intended to require participants to use the

legend then search in the visualization for the relevant value.

5.3.2.2 Locate or Explore and Compare Tasks

For these tasks, participants could use either a locate or explore strategy, followed by a

comparison of targets.

4) Compare Heights. Participants were asked to “Find the highest point in each box.

Comparing these locations, which box contains the higher location?” This question

was a comparison task that could be implemented without occluding the relevant

locations on the map (which would have occurred if specific points were overlaid

on the map). Although allowing participants to remove and display a glyph inter-

actively would have been one solution to this occlusion issue, we felt that it was

important to limit the scope of these tasks to static images. Thus, we created a task

requiring participants first to identify the highest location in two regions and then to

compare those values.
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5) Rank Heights. Participants were asked to “Find the highest elevation in each box.

Then rank each box according to the elevation of its highest location.” This task

was intended to increase complexity from the Compare Heights task. Rather than

comparing the highest locations in two regions, the participants were instructed to

rank the highest locations in three regions.

5.3.2.3 Explore and Identify Task

Exclusively explore tasks require participants to make judgments using characteristics

of the data rather than known targets. These are some of the most difficult and rarely

employed tasks with the general public.

6) Steepest. We tested whether participants could identify the relationship between

points by using the colloquial understanding of slope. Participants were provided

the following description of slope: “Terrain is steeper where there is a larger change

in elevation between adjacent points.” In this task, participants were then asked to

“Click on the steepest point in the map.”

5.3.2.4 Lookup and Identify Task

Lookup tasks are characterized by both the target and location being known.

7) Lookup. Participants were asked to identify the height values adjacent to the point

they selected in the Steepest task. This question was presented on the same page as

the Steepest task, and asked, “What are the highest and lowest elevations adjacent to

the point you clicked on?”

5.3.2.5 Explore and Compare Task

These tasks were intended to assess participants’ ability to compare relationships in the

data through exploration, using the Steepest task outlined above.

8) Compare Steepness. Participants were provided with the instructions, “In each box,

find the steepest point. Comparing these locations, which box contains the steepest

point?”
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9) Rank Steepness. This task was one of the most difficult tasks that we tested. Par-

ticipants were given the instructions, “Inside each box, find the steepest point. Rank

each box according to their steepest points.”

5.3.2.6 Browse and Summarize Task

Browse tasks are characterized by the location being known and the target being un-

known. The following browse task used specific regions within which the participants

were asked to determine certain characteristics of the region:

10) Average Height. This task was intended to test participants’ ability to integrate a

large set of relationships in the data. We asked participants to provide a summary

statistic from a specified region. Participants were asked, “What is the average el-

evation of the area in box A?” All participants were screened at the start of the

experiment for a basic understanding of how to calculate an average from a string

of numbers. Although calculating numeric averages is fundamentally different from

visual-spatial aggregation, we wanted to ensure that participants were familiar with

the term average and related concepts.

5.3.2.7 Browse and Compare Task

In this task, participants summarized two regions and then compared the regions.

11) Compare Average Height. Participants were provided with the instructions, “Find

the average elevation in each box. Comparing these locations, which box contains

the higher average elevation?”

5.3.2.8 Combination Task

The final combination task involved a multistep iterative process that could include all

or a subset of the previously defined processes in any order, depending on a participant’s

strategy.

12) Steepest at 355. This question was intended to increase complexity and relevance

by combining a locate task and a browse task. Many tasks that are performed in

real-world scenarios require combinations of tasks. Participants were asked to “Click

on the steepest point in the map at an elevation of 355 meters.”
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5.3.3 Analysis

The major takeaway from the analysis was that in no cases was there a clear advantage

in terms of accuracy with the continuous encoding. The results, described in more detail

below, show that for some tasks there was no difference in accuracy between binned and

continuous encoding (e.g., Compare Heights and Rank Heights tasks), but in other tasks,

binned encodings showed higher accuracy than the continuous encoding (e.g., Highest

Point and Lookup tasks). Interestingly, however, we found that participants were gen-

erally faster to complete the tasks with the continuous encoding than with some of the

binned encodings. These findings suggest that although participants with continuous

encodings appear to complete tasks more quickly, continuous encodings did not improve

accuracy. The following sections detail the analyses and results for each task.

For the following ANOVA analyses, post hoc Tukey HSD comparisons were used to test

significant differences between binning techniques for each task, correcting for multiple

comparisons. In addition, all analyses controlled for effects of display parameters (see the

supplemental materials archive for the full output). The task accuracy analyses and results

are presented for each task separately in Sections 5.3.3.1 through 5.3.3.8, since the nature of

the task determined the analyses used. Analyses and results for task completion time and

confidence ratings, summarized across tasks, are reported in Sections 5.3.3.9 and 5.3.3.10.

5.3.3.1 Locate or Explore and Identify Tasks

For the Highest Point task, participants were more accurate when using the 40m bin-

ning display compared to the continuous display. This result was revealed by a one-way

between-subjects ANOVA testing the effect of binning technique on accuracy of click loca-

tion. Click accuracy was calculated by subtracting the L* value at the clicked location from

the L* value of the highest location (100), creating an error score in CIELAB space distance.

Outliers that were two standard deviations (SD) above the mean were removed (6% of

trials). The analysis revealed there was a significant effect of binning technique on click

location accuracy, F(4, 463) = 2.634, p = .033, η2
p = .021. The mean error score for continu-

ous (M = 4.93, SD = 4.55) was significantly higher than 40m (M = 3.25, SD = 3.06) at a

p < .05 criterion (see Fig. 5.7).

For the Highest Point in Region task, participants were more accurate using the 20m
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Fig. 5.7. Highest Point task accuracy. Error bars represent 95% confidence intervals.

binning technique, specifically, when compared to the 30m binning. This result was re-

vealed by a one-way between-subjects ANOVA testing the effect of binning technique on

accuracy of click location within a region. Click accuracy was calculated by subtracting

the L* value at the clicked location from the L* value of the highest location in the re-

gion (22.40), creating an error score in CIELAB space distance. Outliers 2SD > mean

were removed (3.8 % of trials). The analysis revealed there was a significant effect of

binning technique on click location accuracy, F(4, 472) = 2.744, p = .028, η2
p = .023.

The mean error score for 20m (M = 2.10, SD = 2.04) was significantly lower than 30m

(M = 2.86, SD = 1.89) binning, p < .05 (see Fig. 5.8).

For the Locate 275m task, participants were more accurate using the 40m binning

technique, specifically when compared to the 30m binning. This result was revealed by

a one-way between-subjects ANOVA testing the effect of binning technique on accuracy

of clicking a location at an elevation of 275 meters. Click accuracy was calculated by

subtracting the L* value at the clicked location from the L* value corresponding to an ele-

vation of 275 meters (45.95), creating an error score in CIELAB space distance. The analysis

revealed that there was a significant effect of binning technique on click location accuracy,

F(4, 491) = 2.763, p = .027, η2
p = .021. Mean error score for 40m (M = 18.77, SD = 12.46)

was significantly lower than 30m (M = 24.12, SD = 12.87) binning, p < .05 (see Fig. 5.9).
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Fig. 5.8. Highest Point in Region task accuracy. Error bars represent 95% confidence
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Fig. 5.9. Locate 275m task accuracy. Error bars represent 95% confidence intervals.
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5.3.3.2 Locate or Explore and Compare Task

For the Compare Heights task, a binomial logistic regression found that there was no

significant effect of binning technique on height comparisons, χ2(d f = 7) = 7.189, p =

.40. Participants were overall more likely to correctly choose the higher elevation (73%

responded correctly), and this did not vary across the binning conditions.

For the Rank Heights task, an ordinal logistic regression was used to test the effect

of binning technique on rankings of regions by height. Participants responded to this

question by entering rankings of 1-3 (3 indicating the highest region and 1 the lowest) for

regions A, B, and C. The ordinal logistic regression equation did not significantly predict

rankings when using binning technique and region as predictors, χ2(d f = 9) = 10.63, p =

0.30. In general, participants performed poorly on this task: 35% correctly ranked B as

the highest, 52% correctly ranked A second, and 35% correctly ranked C as lowest, which

makes it difficult to compare the binning conditions.

5.3.3.3 Explore and Identify Task

For the Steepest task, preliminary diagnostic checks of the data revealed that partici-

pants predominantly clicked in three separate areas, as shown in Fig. 5.10a. We assessed

steepness by looking at the DEM’s gradient, which we approximated using a Sobel op-

erator. The point with the highest gradient magnitude (44.33) was located in area A.

However, this point was located proximal to a low elevation depression in the map. The

vast majority of clicks were in area B, which was proximal to a peak feature. This pattern

of responses suggests that participants’ click decisions may have been influenced by an

assumption about the relationship between steepness and peaks. Because of this initial

pattern, we decided to provide a qualitative description of the number of clicks per binning

condition in each area separately. As shown in Fig. 5.10b, there are different proportions

of total clicks in regions A and C across binning conditions. We can speculate that different

binning techniques influenced some participants’ incorrect assumptions relating elevation

and steepness; however, future studies are needed to understand these effects fully.

An additional complicating factor when asking participants to make judgments of

steepness comes from the high spatial frequency of the gradient magnitude (see Fig. 5.11).

In the areas with the highest gradient magnitude, relatively close points (i.e., only a few
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Fig. 5.10. Breakdown of participants’ Steepest task click responses.

Fig. 5.11. A visualization of the spatial frequency of the DEM used in the study.
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pixels apart) could have vastly different gradient magnitude values. Future work should

investigate strategies to account for any potential problems caused by this issue.

5.3.3.4 Lookup and Identify Task

The Lookup task followed the Steepest task and asked participants to report the lowest

and highest values adjacent to their click; thus, the accuracies of the lowest and highest

points were analyzed separately. For the lowest value, participants were the least accurate

using the continuous encoding, specifically when compared to the 30m and 40m binnings.

Accuracy was calculated by subtracting the reported lower adjacent elevation from the

actual lower adjacent elevation, creating an error score in CIELAB space distance. Outliers

greater than 2 SD above the mean were removed (7.8% of trials). A one-way between-

subjects ANOVA controlling for reported higher adjacent elevation showed there was a

significant effect of binning technique, F(4, 451) = 4.418, p = .001, η2
p = .057. The mean

error score for the continuous encoding (M = 134.91, SD = 105.20) was significantly

less accurate than the 30m binning (M = 94.33, SD = 87.21) and 40m binning (M =

86.20, SD = 82.88), p < .05 (see Fig. 5.12a).

A similar analysis was performed on the reported upper adjacent elevation. Outliers

greater than 2 SD above the mean were removed (2% of trials). There was a signifi-

cant effect of binning technique on reporting the upper adjacent elevation, F(4, 479) =

60
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Fig. 5.12. Lookup task accuracy. Error bars represent 95% confidence intervals.
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2.602, p = .03, η2
p = .044. However, post hoc Tukey HSD comparisons did not reveal

significant differences between the conditions at the p < .05 level when accounting for

multiple comparisons. To understand the main effect of binning, we generated planned

contrast codes that compared the continuous encoding to the binned encodings. Similar to

the lower elevation analysis above, using a one-way between subjects ANOVA, we found

that the continuous encoding (M = 128.60, SD = 100.90) was less accurate than the 30m

binned encoding (M = 107.36, SD = 97.16), F(1, 490) = 7.79, p = 0.005 (see Fig. 5.12b).

5.3.3.5 Explore and Compare Task

For the Compare Steepness task, a binomial logistic regression found that there was no

significant effect of binning technique on a steepness comparison, χ2(d f = 7) = 1.35, p =

.98. Area A contained the steepest point with a magnitude gradient of 44.33, and Area

B contained the second steepest point with a magnitude gradient of 41.65 (see Fig. 5.13).

However, 62% of participants incorrectly selected Area B as containing the steeper point.

Similar to the Steepest task, these findings suggest that participants’ prior understanding

Fig. 5.13. Example Continuous condition stimulus for the Compare Steepness task, show-
ing areas A and B.
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of topography and an assumption about a connection between steepness and peaks could

have biased the incorrect responses. Additionally, these findings may be influenced by

the issues related to the high spatial frequency of the gradient magnitude noted in Sec-

tion 5.3.3.3.

The Rank Steepness task used an ordinal logistic regression to test the effect of binning

technique on rankings of the highest gradient magnitude between regions. Participants

responded to this question by entering rankings of 1-3 (3 indicating the highest gradient

magnitude region and 1 the least) for regions A, B, and C. These regions were selected

because they contained the 3rd, 4th, and 5th steepest points (see Fig. 5.14). The ordinal

logistic regression equation did significantly predict rankings when using binning tech-

nique and regions as predictors χ2(d f = 9) = 137.79, p < .00, but binning technique did

not affect gradient magnitude rankings. Both the regions and the order of rankings were

significant predictors of rankings.

This task and the prior tasks relating to steepness judgments suggest that multiple

different factors likely influenced a reduced effect of binning, such as prior assumptions

Fig. 5.14. Example Continuous condition stimulus for the Rank Steepness task.



97

about how elevation peaks and slopes relate and variable gradient magnitudes.

5.3.3.6 Browse and Summarize Task

For the Average Height task, a one-way between-subjects ANOVA testing the effect of

binning technique on reported average height in a region found no effect of binning on

response accuracy F(4, 474) = 1.241, p = .293, after removing outliers greater than 2 SD

above the mean error score (3.4% of trials). This finding may be due to the large magnitude

of errors in all of the binning conditions (M = 101.105, SD = 47.44).

5.3.3.7 Browse and Compare Task

Notably, for the Compare Average Height task, participants were least accurate using the

40m binning technique. This result was revealed by a logistic mixed model, testing the effect

of binning technique on a comparison of steepness. Comparison accuracy was calculated

by coding correct responses as 1 and incorrect rankings as 0. The analysis revealed that

the 40m binning displayed a significantly lower proportion of accurate responses (63%)

compared to the 10m (82%), 20m (79%), 30m (87%) binnings and the continuous encoding

(86%). The model accounted for a significant proportion of variance compared to a baseline

model with no predictors, χ2(d f = 7) = 22.80, p = .001 (see Fig. 5.15).
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Fig. 5.15. Proportion of correct and incorrect responses in the Compare Average Height
task for each encoding condition.
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5.3.3.8 Combination Task

For the Steepest at 355 task, preliminary diagnostic checks of the data revealed that

the majority of participants were clicking at elevations much lower than 355 meters as

instructed (see Fig. 5.16). We defined regions based on relative proximity in elevation to

355 meters, making three groups (below 255 meters, 255–455 meters, above 455 meters)

and qualitatively assessed the frequency of clicks in each region by binning condition.

Many participants did not correctly identify the 355 elevation, as the greatest number of

clicks fell in the ”low” category. Overall, the wide distribution of click responses makes

it difficult to assess differences between the binning conditions and suggests that the task

was difficult for users.

5.3.3.9 Task Completion Time

Eight of the 12 tasks showed significant differences in task completion time between

binning techniques, with the continuous encoding displaying consistently faster perfor-

mance than some of the binnings. These results were revealed by one-way between-

subjects ANOVAs computed for each task, examining the effect of binning condition on

task completion time. Table 5.1 includes mean, standard deviation statistics, and Tukey

HSD post hoc tests of significant differences accounting for multiple comparisons for each

binning technique in all 12 tasks. Note that, for the first task, binning technique signifi-

factor(Binning)10203040Con

factor(Binning)10203040Con

10m 20m 30m 40mCon
Low 255m - 455m High

Fig. 5.16. Distribution of click locations for low, middle, and high elevation groups, for the
Steepest at 355 task.
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cantly affected time. However, post hoc comparisons did not reveal significant differences

between the conditions at the p < .05 level when accounting for multiple comparisons.

To understand the main effect of binning, we generated contrast codes that compared the

continuous encoding to the binned encodings, which is shown in the first row of the table.

It should also be noted that independent task-completion times were not collected for the

Steepest and Lookup tasks. Because they were presented in concert, we collected and

analyzed the aggregate time data for those two tasks. Fig. 5.17 shows the mean times for

each task that demonstrated significant differences between binning techniques.

5.3.3.10 Task Confidence

Four tasks showed significant differences in task confidence between binning tech-

niques. However, no consistent relationship between binning and confidence was ob-

served (see Table 5.2 and Fig. 5.18).
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Fig. 5.17. Mean task completion time (s) for tasks with significant differences across
binning conditions. Error bars represent 95% confidence intervals.
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(a) Locate 275m (b) Compare Heights (c) Compare Steepness (d) Compare Average

Fig. 5.18. Mean task confidence for tasks with significant differences across binning
conditions. Error bars represent 95% confidence intervals.

Further, overall confidence ratings were relatively consistent between tasks. These

results were revealed by one-way between-subjects ANOVAs computed for each task,

examining the effect of binning condition on task confidence ranking. These results sug-

gest that confidence ratings were not a very sensitive measure of differences in encoding

conditions and that future work might use other subjective ratings such as preference or

ease of task.

5.3.3.11 Results Summary

Significant differences in accuracy of decision-making, response speed, and response

confidence were found between continuous and binned encodings. The results were task-

specific, but overall, our findings suggest that the continuous encoding increased speed

but rarely accuracy in many tasks. The most substantial differences among binning condi-

tions were found in the Highest Point and Lookup tasks, suggesting that the continuous

encoding technique was the least effective in those situations. Our findings suggest that the

choice of binning versus continuous encoding of 2D scalar fields is important to consider

as an influence on user task performance.

More specifically, we found that for the Locate or Explore and Identify Tasks (Sec-

tion 5.3.3.3), the binning technique influenced task performance. For example, those with

the continuous encoding had worse performance than those with the 40m binning in the

Highest Point task, which may have been due to a pop-out effect that the 40m binning

produced (see Fig. 5.19). The other Locate or Explore and Identify tasks varied based on
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(a) Continuous (b) 40m

Fig. 5.19. The highest portion of the DEM shown using the Continuous versus 40m
encodings, illustrating the pop-out effect created by the latter.

binning interval.

Responses for all tasks that utilized a steepness judgment (e.g., Explore and Identify

task (Section 5.3.3.3), Explore and Compare tasks (Section 5.3.3.5) and the Combination

task (Section 5.3.3.8)) appear to be highly influenced by prior assumptions about the re-

lationship between elevation peaks and slopes and variable gradient magnitudes as de-

scribed in Section 5.3.3.3.

In the Lookup and Identify task (Section 5.3.3.4), those with the continuous encoding

also performed the worst. This effect may have been due to the difficulty of locating values

on the continuous legend. Work by Brewer [19],[20],[66] suggests that identifying relevant

values on a choropleth map legend with many bins (over 12) is difficult. Indiscernibility

of specific values on the continuous legend may have contributed to the inefficacy of this

encoding.

For the Browse tasks (Sections 5.3.3.6 and 5.3.3.7), task difficulty likely led to large

errors when participants were asked to report the average elevation of a region. However,

participants were reasonably effective at comparing the average height of two regions,

and those with the 40m binning were the least effective at this comparison. This result

may have been due to the 40m binning lacking sufficient detail for an accurate average

height comparison (see Fig. 5.20 for a comparison).

The response time data were the most consistent across tasks. Overall, these results

show that the continuous encoding was significantly faster than some of the binning tech-
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Fig. 5.20. Portions of the continuous versus 40m stimuli for the Compare Average Height
task, illustrating the loss of detail in the 40m encoding.

niques for many tasks. This finding is not consistent with work that suggests that binning

data facilitates task completion speed [42], [43], [66], [199].

Finally, although significant differences in task confidence were observed, confidence

ratings did not consistently vary across binning conditions.

5.4 Discussion
Although the expressiveness principle implies that encoding continuous data continu-

ously is advantageous, some domains have strong conventions that advocate for a dis-

cretized encoding of continuous data. The existing literature lacks systematic evalua-

tion of the effects of binning 2D scalar fields on human performance. Our goal in this

work was to directly compare performance using several different binning intervals and

a continuous encoding across a range of tasks for 2D scalar fields. Consistent with our
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initial hypothesis, we found that accuracy in performance was superior using binning

in some tasks. Although, in other tasks, we did not show differences between binning

and continuous representations, no tasks showed a clear advantage for the continuous

encoding. This result stands in contrast to one of the dominant principles in visualization

and is a finding that should be pursued further in both controlled laboratory studies and

real-world contexts.

Our findings on task completion time are also notable. In contrast to assertions in

cartography, the current study reveals that a binned encoding does not facilitate faster

task completion times, compared to a continuous encoding. Instead, we found that perfor-

mance on the continuous encoding condition was the fastest across a majority of the tasks,

even when accuracy was worse. One possible explanation for this speed-accuracy trade-off

is that tasks that require more effort can activate a slower and more deliberative cognitive

process [73]. Judgments made using fast cognitive processes are more error-prone and

subject to cognitive biases than judgments made using slower, more contemplative cog-

nitive processes [82]. The continuous encoding may have produced quick responses that

did not allow for careful inspection of the visualization or thoughtful consideration of the

task.

Additionally, one of the aims of this study was to create a methodology for testing

increasingly complex and ecologically valid tasks, which are traditionally difficult to assess

and, therefore, rarely utilized. Inspired both by our prior observations of meteorologi-

cal workflows [145] and our prior experiences trying to increase ecological validity with

respect to meteorological tasks [147], we chose to increase task complexity by having

participants make judgments concerning features and summary statistics in addition to

points and values, by increasing the number of comparisons, and by requiring multistep

judgments. Multistep visual comparison tasks are highly dependent on spatial working

memory (SWM), and differences in SWM may account for the inconsistent performance

observed. In particular, we suspect that ranking tasks may not be appropriate for spatial

decision-making as limits on participants’ SWM may confound this type of task. Further

work is needed to disambiguate the demands on SWM from the increased task complexity.

Another issue is found in the multistep judgment tasks (i.e., the Steepest at 355m task),

where it is unclear how to disambiguate participants’ strategies from the influence of
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the binning technique. The inconsistent findings of the Steepest at 355m task may have

resulted from participants prioritizing clicking on the correct elevation or on a steepest lo-

cation rather than a combination of the two. Each strategy would produce vastly different

responses, which may have influenced the uninterpretable variability in our findings.

As discussed briefly in Sections 5.3.3.3 and 5.3.3.5, interpretations of the questions that

involved steepness were difficult. We believe that this is, in part, because the image gra-

dient we used as the basis for steepness had high-spatial-frequency information. Gradient

approximations are generally known to be sensitive to high-frequency information such

as noise [49], [56]. There are a variety of gradient estimation methods we could have

pursued, but we chose to use the Sobel operator, which includes a smoothing compo-

nent [49], [56]. Smoothing obfuscates more of the data, and the influence of smoothing on

decision-making requires further study. Given that our results also left open the possibility

of other factors influencing the results, such as the conflation of steepness with height, it

was not clear what amount of smoothing would have been appropriate. Although our

findings are specific to 2D scalar fields embedded in R2, we suspect that our results are also

relevant for 2D scalar fields embedded in R3, such as those found in bioengineering [108].

This study motivates future work aimed at assessing the influence of individual compo-

nents of spatial data, such as spatial frequency, and determining appropriate smoothing

for specific conditions.

As we were interested in performance across a spectrum of tasks, we did not attempt to

compare an optimized binning technique. There are a variety of data-informed optimiza-

tion strategies for binning in the visualization literature [48], [164], [183]. Additionally,

standardized binning approaches for choropleth maps from cartography [168] might also

be generalizable. However, it is not clear how these various optimizations interact with

tasks. Given that existing research suggests that binning strategies that are highly effective

for a particular task are likely inadequate for a larger set of tasks [117], optimizing binning

for a variety of tasks remains an open problem. We believe a particularly fruitful area

of inquiry would be investigating the effects of interactive interfaces for helping a user

customize bins according to evolving task demands. In such a system, to what extent does

the act of binning, itself, become a vehicle for exploration of the data? What sorts of default

settings are desirable? Many potential avenues for future work exist in this space.
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The primary implications of this work are for topographical analysis, geography, car-

tography, and meteorology, suggesting that designers should consider selectively employ-

ing the expressiveness principle to promote accuracy or speed. If accuracy is the main

objective of the visualization, then binning may be more effective. If speed is of interest,

then following the expressiveness principle and using a continuous encoding may be

desirable. In many cases, designers will want to strike a balance between speed and

accuracy, requiring a fine tuning of the binning intervals based on task demands and

data. Further, the tasks developed in this study should be applicable to any domain

using 2D scalar fields. In future work, designers should also consider the influence of both

legend labels [110] and even coarser bins (e.g., three or five) that are commonly used with

choropleth maps [66]. Previously studied labeling effects may interact with very coarse

binnings, adding to cognitive load. The possible influences of varying spatial frequencies

and topological characteristics in the underlying data also warrant future study.

A secondary implication for this work involves the use of rainbow color maps. Rain-

bow color maps have been marked as a poor choice for encoding data in part because

they are not perceptually continuous, resulting in perceptual bands that hide details [14],

[119],[157] (cf., [20]). Even though large portions of the visualization community reject this

technique, as we noted in Chapter 3, rainbow color maps are still widely used by experts,

even as defaults. This study’s results call into question the extent to which the natural

discretization produced by rainbow color maps should truly be considered a deficiency.

We also wondered if the continued appeal of rainbow color maps might, in part, derive

from a general preference for discretization. As we detail in Chapter 6, these questions

became the basis for the final piece of work in our emergent mixed-methods research

program.

5.5 Summary
This chapter describes a study in which we explicitly tested the efficacy of binned

versus continuous color maps for visualizing 2D scalar fields, in order to better under-

stand the impact of the meteorological convention of using binned color maps to encode

continuous data. Contrary to the expressiveness principle, no cases were found in which

a continuous encoding of 2D scalar field data was advantageous for task accuracy, and for
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some tasks, specific binned encodings facilitated accuracy. Furthermore, we found support

for the counterintuitive finding that decisions with binned encoding were slower than

those made with continuous encoding. Given this apparent trade-off between accuracy

and speed of performance, it is important to consider specific task-goals when deciding

whether to adhere to the expressiveness principle. We also developed and tested several

different tasks that ranged in complexity and relevance to real-world problems, and we

offered insights on specific types of tasks and data characteristics to avoid.

Our approach and findings contribute to a greater understanding of the use of binning

for 2D scalar data and lead to many possibilities for future research. Further, as this study

empirically tests a guidance conflict observed during our formative design study [145],

it provides initial validation of the mixed-methods research approach selected for this

dissertation. At the same time, this study also provided us with new insights into an even

larger conflict between visualization guidance and real-world practice: the continued,

widespread use of rainbow color maps.



CHAPTER 6

EXAMINING IMPLICIT DISCRETIZATION IN

SPECTRAL SCHEMES

This chapter discusses the final explanatory project in our mixed-methods research

program: an exploratory study we conducted to understand whether rainbow color maps

implicitly discretize data, and if so, how and how consistently across different individuals,

datasets, and spectral schemes. During our initial meteorological design study [145], one

of the strongest conventions we encountered was the use of rainbow color maps. Indeed,

despite longstanding efforts by the visualization community to enumerate the many prob-

lems with rainbow color maps [8], [13], [14], [119], [126], [158], [196], the use of these color

maps remains prevalent in many scientific domains [13], [25], [38], [89], [145], [214]. As

discussed in Chapter 5, the results of our binning study provided us with a new avenue

for exploring this apparent conflict: the role of discretization.

Two of the primary reasons rainbow color maps are considered harmful stem from

the idea that they implicitly discretize the encoded data into hue-based bands [8], [14], [119].

Our binning study results, on the other hand, raise the question of whether the implicit

discretization in rainbow color maps might afford similar benefits to those we found for

explicit discretization (i.e., binning) [137]. In attempting to examine this question, how-

ever, we discovered a lack of foundational research establishing either that people perceive

rainbow color maps as implicitly discretized, or how that discretization varies across indi-

viduals, datasets, and rainbow color map variants. This chapter outlines the exploratory

study we conducted to establish those foundations. We outline both our experimental de-

sign and results, and we discuss those results in the broader context of our understanding

of color usage in visualizations of 2D scalar fields.



110

6.1 Study Motivation
As mentioned in the introduction, two of the primary reasons rainbow color maps are

considered harmful stem from an argument that they implicitly discretize encoded data

into hue-based bands [8], [14], [119]. The literature argues that this perceived banding both

highlights nonexistent relationships in the data through the creation of false boundaries

and masks real relationships within a given band [14]. Our current understanding of

the implicit discretization in rainbow color maps, however, is based on a combination

of generalized knowledge about how humans perceive the visible spectrum [159] and

anecdotal evidence that has yet to be empirically tested [14].

To our knowledge, no work has empirically evaluated the perceived banding in rain-

bow color maps or characterized the potential differences across color scales, datasets, or

individuals. Understanding and characterizing any perceived banding in rainbow color

maps is important, as precise knowledge of how people perceive these bands is critical for

leveraging implicit discretization in color-map design to improve the performance of some

tasks [37],[137]. An improved understanding of implicit discretization also ensures that vi-

sualization guidance regarding rainbow color maps has proper scientific foundations [91].

To better understand the perceived banding in rainbow color maps in color displays,

we conducted an exploratory study aimed at assessing both whether rainbow color maps

implicitly discretize data and how implicit discretization varies across different individ-

uals, datasets, and spectral schemes. Participants were shown sets of color-mapped vi-

sualizations and asked first to count the color categories/boundaries that they perceived

and then to delineate those categories/boundaries interactively. We then compared par-

ticipants’ delineations against potential boundary locations derived from variation in the

perceptual dimensions of color for each spectral scheme. Although previous work has

attributed some perceived bands in rainbow color maps to variation in luminance [8], [14],

[119], luminance alone cannot explain the banding perceived in all spectral schemes [86].

This study expands the investigation of banding effects to variations across all three per-

ceptual dimensions of color: lightness, chroma, and hue.

As with the binning project discussed in Chapter 5, the results of our study are the

primary contribution of the work presented in this chapter. The study results suggest that

rainbow color maps are implicitly discretized with consistency across individuals. Addi-
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tionally, the results show correspondences between participants’ responses and variation

in each perceptual dimension of color. The results also indicate that the discretization

produced by a given color map varies in unexpected and unpredictable ways across dif-

ferent datasets, revealing practical challenges for common tasks like drawing comparisons

across datasets. Further, the findings suggest that the visualization community’s current

understanding of both rainbow color maps, and more generally effective color usage,

remain incomplete.

The remainder of this chapter is outlined as follows: Section 6.2 briefly summarizes

related work conducted in the visualization, vision science, and cognitive science commu-

nities; Section 6.3 discusses the wide range of definitions for the term rainbow color map;

Section 6.4 details both the study’s aims and methods; and Section 6.5 then outlines the

results of the study, which we discuss further in Section 6.6.

6.2 Foundations
This work in this chapter builds on two distinct bodies of literature: the visualization

community’s prior work regarding rainbow color maps and work regarding the categor-

ical perception of color, conducted predominantly by the vision and cognitive science

communities. In this section, we highlight closely related work from both.

6.2.1 Rainbow Color Maps

Rainbow color maps are claimed to be harmful for three primary reasons. First, be-

cause hue is not inherently ordered [196], ordered relationships in data visualized using

rainbow color maps are not necessarily preserved [14], [119]. The other two reasons are

that rainbow color maps both mask and overaccentuate small data differences, biasing

our understanding of the underlying data relationships [14], [83]. Insufficient luminance

variation in certain portions of rainbow color maps can obscure small details, and hue

bands can introduce artifacts such as false boundaries that actively mislead users. Current

thought further links both problems to the irregular nature of the implicitly perceived

discretization.

Several studies provide empirical evidence for parts of these claims. Color match-

ing experiments by Kalvin et al. [83] and feature discrimination experiments by Ware et
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al. [194], [198] support the idea that insufficient luminance variation hides data variation

in the green region of the traditional rainbow color map. Rogowitz and Kalvin show that,

even though local subsections of the traditional rainbow color map maintain a luminance-

based ordering, the overall color map is not inherently ordered [158]. Recent work by Liu

and Heer indicates that, when asked to compare the relative distances of colors within a

color map, respondents are slower and more error-prone with the jet color map compared

to both single-hue and nonrainbow multihue schemes. Further, a study that Borkin et al.

conducted with medical experts shows that the traditional rainbow color map is ineffective

for real-world tasks [13]. This result is echoed in a recent study Dasgupta et al. ran with

climate scientists, where the jet color map produced larger errors in average magnitude

comparisons of geospatial maps compared to color maps with monotonic luminance [37].

Other work suggests that rainbow color maps are not always a bad choice. Experi-

ments by both Ware [195] and Reda et al. [150] show that rainbow color maps are accu-

rate for quantity estimation tasks and provide support for some form-comprehension and

gradient-estimation tasks. Additionally, studies by Brewer [18] and Gresh [60] show that

modified rainbow color maps are interpreted accurately when used as multihue diverging

schemes. Rainbow color map variants that control luminance variation to avoid many of

the problems commonly attributed to rainbow color maps also exist [58],[86]. Collectively,

this work leaves a variety of open questions about if, when, and why rainbow color maps

are harmful.

Several papers argue that rainbow color maps are harmful because they implicitly

discretize the encoded data into hue-based bands [8], [14], [119]. These bands introduce

false boundaries and obscure data variation, thereby leading users “to infer structure

which is not present in the data and to miss details that lie completely within a single

color region” [8, p. 119]. These arguments, however, are predicated on empirical evi-

dence that visible light is perceptually discretized when diffracted through a prism [159]

and on anecdotal examples [14]; no work has empirically tested whether rainbow color

maps are perceived as banded. Moreover, recent work raises questions about whether

and why implicit discretization is problematic. Our prior work shows that, in grayscale

color maps, regularly spaced discretization does not negatively impact and sometimes

improves accuracy across various tasks [137], suggesting that discretization can be benefi-
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cial. Further, Dasgupta et al. show that although hue banding negatively impacts average

magnitude comparisons, it enables more accurate difference comparisons across geospatial

datasets [37].

No prior work, however, has empirically investigated the implicit discretization in

visualizations using rainbow color maps. We address this gap by exploring the questions

of whether rainbow color maps implicitly discretize encoded data into perceived bands

and how that discretization varies across individuals, data characteristics, and spectral

schemes. Our broad goal is to understand whether any perceived banding in rainbow

color maps can be predicted using the perceptual dimensions of color: lightness, chroma,

and hue.

6.2.2 Categorical Perception of Color

The idea that humans perceive continuous color as discretized traces back centuries

to experiments by Issac Newton and Hermann von Helmholtz [173]. The phenomenon is

currently believed to be an effect of categorical perception, where viewers are faster and more

accurate at discriminating colors in different categories (e.g., green and blue) compared to

colors in the same category (e.g., different shades of blue) [65]. Categorical perception

represents one possible explanation for why and how people might implicitly discretize

rainbow color maps.

An extensive body of literature has investigated categorical perception both in gen-

eral [55] and specifically as it applies to color [22],[151], but little work directly investigates

the effects of categorical perception across continuous color ranges. Most existing research

focuses on probing individuals’ perception at a small set of established color-category

boundaries in order to test theories about the perceptual or cognitive underpinnings of

color categorical perception, often using pair-wise color judgments [72], [136], [200]. This

focus likely stems from an ongoing debate about the roles of language and perception in

forming color categories. One side argues that a perceptual phenomenon gives rise to the

formation of consistent categories across languages; the other argues that prior knowledge

of language biases individuals’ perception. The literature has yet to reach a consensus

regarding what drives categorical perception [151], [206].

Two studies that examine how people perceive color categories across the visible spec-
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trum or approximations thereof present some evidence of consistency in subjects’ per-

ception of color category boundaries [173], [207]. Small sample sizes and specific ex-

perimental design choices, however, create questions about the generalizability of these

results. Smeulders et al. asked 5 participants to delineate a diffracted spectrum into a

specified number of categories [173], and Witzel and Gegenfurtner asked 10 participants to

name isolated color samples derived from isoluminant hue circles presented on computer

monitors using basic color terms [207]. It is not clear that either set of results reflects the po-

tential banding expected in rainbow color-mapped visualizations. Moreover, neither study

addresses the question of whether categorical perception creates an implicit discretization

that might affect how a user completes a given task. A handful of visualization papers

leverage categorical perception either to create more effective visualizations [29], [67], [68]

or to model participant responses [100], but no work directly addresses the potential role

of categorical perception in discretizing continuous color scales.

6.3 Defining the Rainbow
Within the visualization community, a variety of color maps that approximate the

visible spectrum are described broadly using the term rainbow color map. Specific research

results, however, often relate to particular spectral schemes [13], [37], [100], [158], [195],

raising questions about the generalizability of those results to the larger class of rainbow

color maps. This ambiguity is problematic because not all rainbow color maps suffer from

the same problems to the same extent.

Fig. 6.1 shows Campbell-Robson contrast sensitivity charts encoded using a variety of

rainbow color maps.4 Contrast sensitivity charts are commonly used to illustrate that rain-

bow color maps hide data variation [14],[89],[119], although prior comparisons are limited

to grayscale (Fig. 6.1a) and the traditional rainbow color map (Fig. 6.1b). The traditional

rainbow color map is commonly defined by tracing the boundary of the device-dependent

RGB gamut from blue to red [83], although a variant that cycles from magenta to red also

exists [195]. Fig. 6.1 also includes comparisons to the jet color map from MATLAB [47]

(Fig. 6.1d); Gresh’s perceptually linearized rainbow [60] (Fig. 6.1c); and the Kindlmann

4Due to the color distortions introduced by printing processes, the color-mapped images in this chapter
should be viewed on a computer monitor, optimally using the ICC-profile color-managed copies in the
supplemental materials archive for this dissertation.
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0 1.0

(a) grayscale

0 1.0

(b) traditional

0 1.0

(c) Gresh

0 1.0

(d) jet

0 1.0

(e) Kindlmann

Fig. 6.1. Campbell-Robson contrast sensitivity charts visualized using (a) grayscale, (b)
the traditional rainbow color map, (c) Gresh’s perceptually linearized rainbow, (d) the jet
color map, and (e) the Kindlmann color map show pronounced differences in the extents
to which rainbow color maps capture data variation. In each image, spatial frequency
increases left to right, and contrast decreases bottom to top.

color map [86], [120] (Fig. 6.1e), which modifies the traditional rainbow color map to

linearly increase in perceived luminance.

Fig. 6.1 highlights pronounced differences in the extents to which these color maps cap-

ture data variation. Similar differences can also be observed across prior work. Both Kalvin

et al. [83] and Ware et al. [194], [198] found evidence of low discriminability in the isolu-

minant, green region of the traditional rainbow color map, whereas Liu and Heer [100]

found evidence of high discriminability in the corresponding isoluminant, green region of

the jet color map. These differences illustrate a need for increased precision in discussions

regarding rainbow color map research. Within the context of this chapter, the term rainbow
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color map refers to any of the general class of spectral schemes shown in Fig. 6.2. Individual

color maps, such as those referenced in our study, are referred to using specific names: the

traditional rainbow color map, the jet color map, etc.

6.4 Methods and Aims
The primary objective of this research is to understand the nature of implicit discretiza-

tion in rainbow color maps. If the perceived banding is linked to categorical perception,

how much variation should we expect across individuals, and how does that variation

change across different rainbow color maps? Moreover, given the known effects of spatial

frequency on our perception of color-mapped data [83], [150], to what extent should we

expect any perceived banding to be affected by the encoded data? To better understand

these relationships, we conducted an exploratory study designed to generate empirical

observations about how individuals perceive hue bands across different datasets visu-

alized using various rainbow color maps. We focus solely on implicit discretization in

electronic displays while controlling for expected real-world confounds such as gamut

differences and viewing conditions. The following subsections detail our hypotheses,

stimuli, experimental apparatus, tasks, procedures, and participant demographics.

(a)

(b)

(c)

(d)

(e)

(f)

(g)

Fig. 6.2. Examples of spectral schemes that are commonly referred to as rainbow color
maps: (a) the traditional rainbow color map (truncated at blue), (b) Gresh’s perceptually
linearized rainbow, (c) the jet color map popularized by MATLAB, (d) the traditional
rainbow color map (cycling to magenta), (e) the rainbow color map specified by matplotlib,
(f) Kindlmann’s isoluminant rainbow, and (g) the Kindlmann color map.
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6.4.1 Hypotheses

In this study, we explored three main hypotheses.

H1 In line with the long-standing suppositions of the visualization community [8], [14], [119],

we expect that data visualized using rainbow color maps is perceived as implicitly discretized

into hue-based bands. Additionally, we predict that this implicit discretization will vary

across different rainbow color maps.

The categorical perception literature provides evidence that humans perceive specific

sets of colors as grouped or categorized according to various color terms. When white light

is diffracted into a prismatic spectrum, people consistently perceive continuous ranges

of wavelengths as individual bands of uniform color [173]. Similar categories also exist

in how people perceive and group individual samples of uniform color [72], [200], [207].

Therefore, we have reason to expect that this same phenomenon might affect visualizations

encoded using continuous color maps.

The literature also suggests that the categorical perception of color is inherently tied to

a relatively small set of basic color terms [9], [151] that effectively partition color space. By

definition, different spectral schemes trace fundamentally different paths through color

space, suggesting that they also trace different paths through the regions of color space

associated with these color terms. Thus, we expect that the widths of the perceived bands

associated with a given basic color term should vary across different rainbow color maps.

It is not immediately apparent, however, to what extent individual differences might also

impact this variation.

H2 We predict that the implicit discretization produced by a given color map is based on more

than just luminance variation.

The idea that sudden shifts in luminance should cause visible discontinuities in rain-

bow color maps is well documented in prior work [8], [119], but luminance alone cannot

explain all the banding seen in common rainbow color maps, which can be surmised

from Fig. 6.3 and Fig. 6.4. Fig. 6.3 shows the CIELCh lightness (L*), chroma (C*), and

hue (h) profiles for four color maps: a perceptual grayscale, the traditional rainbow color

map, jet, and the Kindlmann color map. Fig. 6.4 visualizes three datasets using these
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

(j) (k) (l)

Fig. 6.4. Experimental stimuli encoding a linear ramp, a radial gradient, and a complex 2D
geospatial dataset using four color maps: (a)-(c) the traditional rainbow, (d)-(f) jet, (g)-(i)
the Kindlmann color map, and (j)-(l) perceptual grayscale.
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same color maps. Lightness is a measure of perceived luminance, judged relative to a

comparably illuminated white [51]. Being based on pair-wise color judgments, CIELCh

is not a perfect metric of perceived color differences in continuous color fields; however, a

better alternative does not currently exist [179].

Despite encoding linear data, Fig. 6.4g and Fig. 6.4h both appear to show banding

induced by the Kindlmann color map. This banding cannot be explained by the Kindl-

mann color map’s linear lightness profile, seen in Fig. 6.3. Fig. 6.3 also indicates that

the traditional rainbow color map’s lightness profile has only two sudden changes (i.e.,

cusps). If luminance perception alone drove this phenomenon, Fig. 6.4a and Fig. 6.4b

should contain only three distinct hue bands.

We suspect that variation in chroma and, to a lesser extent, hue also contributes to the

banding perceived across the first two columns of Fig. 6.4. Chroma, like saturation, is a

relative measure of colorfulness, the distinction being that chroma, similar to lightness, is

measured relative to the brightness of a comparably illuminated white, whereas saturation

is measured relative to the stimulus’ brightness [51]. Fig. 6.3 indicates that the lightness

and chroma profiles for both the traditional rainbow and jet color maps have cusps, sharp

features where two curves intersect.5 The chroma profile for the Kindlmann color map also

contains cusps, which could explain perceived banding independent of luminance. Fur-

ther, inflection points or concavity changes in the chroma profiles of each color map appear

to loosely correspond to additional hue-band boundaries, such as potential red:orange

and blue:light-blue boundaries in both the traditional rainbow and jet color maps. Weaker

evidence suggests that hue variation may also be contributing to this phenomenon. Fig. 6.3

indicates that some of the cusps in chroma correspond to cusps in hue for both the jet and

Kindlmann color maps. Additionally, there are two inflection points in the hue profile for

the traditional rainbow color map that might also impact perceived banding. Given these

observations, we hypothesize that the implicit discretization in rainbow color maps might

be explained by a combination of cusps and inflection points in the perceptual dimensions

of color.

5Here, we do not use the term cusp in a pure, mathematical sense. Mathematically, some of these features
might be more accurately characterized as corners (i.e., discontinuities in the first derivative) rather than cusps,
or spinodes, where two branches of a curve meet such that they share a common tangent.
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H3 We predict that the implicit discretization perceived in a given visualization will depend on

the data being visualized.

Any banding perceived in a given color-mapped visualization will be related to the

color variation in the resulting image. When encoding linear functions, any perceived

banding in the resulting image space should be the result of color-map artifacts. Thus,

assuming rotational invariance, we anticipate that the 1D linear ramps and the 2D radial

gradients shown in Fig. 6.4 should have similar perceived bands. With real-world datasets,

on the other hand, we expect that the set of the perceived boundaries in image space will

reflect a combination of not only color-map artifacts but also underlying data features that

will vary across datasets. This potential conflation of data features with perceptual artifacts

is a core part of why the existing literature argues that rainbow color maps are mislead-

ing [14]. The larger goal of this hypothesis is to empirically explore the differences between

linear functions and real-world datasets in the hope of garnering insights that might allow

us to begin to model the perceived banding in rainbow color-mapped visualizations in

subsequent work.

6.4.2 Anticipated Indicators

To explore hypotheses H2 and H3, we derived the locations of cusps and inflection

points from the CIELCh lightness, chroma, and hue profiles for each of the rainbow color

maps in our study. The resulting locations – which we call indicators – are represented as

vertical dotted lines in Fig. 6.3. Cusps are modeled as locations of high curvature such

that curvature magnitude surpasses a specified threshold, whereas inflection points reflect

zero crossings in curvature.

These indicators were derived using standard numerical methods. Using the 256 col-

ors in each color map, we constructed interpolating cubic splines that approximate the

CIELCh profiles for each color map. The roots of the second and third derivatives of

those splines correspond to the zeros and maxima/minima in curvature, respectively. We

threshold the curvature maxima/minima using the absolute value of the second derivative

(i.e., curvature magnitude) to generate a set of local maxima/minima with arbitrarily high

curvature. Inflection points are derived similarly, using the locations of zero curvature and

thresholding based on gradient magnitude. This process is illustrated in Fig. 6.5.



122

Fig. 6.5. Deriving the chroma (C*) indicators for the traditional rainbow color map:
(upper) the cubic spline approximation of the chroma profile, (center) the derived gradient
magnitude, and (bottom) the derived curvature magnitude. Horizontal lines show the
thresholds used to isolate the cusps and inflection points, which are represented by the
vertical lines overlaid on the chroma profile.

Because numerical differentiation is known to be highly sensitive to small changes [84],

we employed both Gaussian smoothing on the CIELCh profiles and thresholding of the

derivatives to eliminate numeric artifacts generated by noise. We also manually removed

any spurious indicators that could be traced to numeric artifacts, such as boundary condi-

tions. An expanded discussion that includes the smoothing and thresholding parameters

used to derive the indicators in Fig. 6.3 is included in the supplemental materials archive

for this dissertation.

6.4.3 Stimuli

During the study, each participant was presented with 12 stimuli generated by en-

coding 3 univariate datasets with 4 different color maps, each shown in Fig. 6.4. The

datasets included a 1D linear ramp, a 2D radial gradient, and a complex real-world 2D

geospatial dataset. The linear ramp and radial gradient datasets are functionally defined

as affine transformations of f (x, y) = x and f (x, y) = x2 + y2, respectively. The complex

dataset is a 3-second resolution coastal relief model of Hawaii Island sourced from the
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National Oceanic and Atmospheric Administration’s National Center for Environmental

Information [132]. The stimuli shown in Fig. 6.4j, Fig. 6.4k, and Fig. 6.4l show these three

datasets encoded using a perceptual grayscale color map, which was created by linearly

interpolating from black to white in CIELCh. This color map was chosen as a baseline

to enable separating data features from artificial boundaries created by the rainbow color

maps that we anticipate according to hypothesis H3.

The remaining experimental stimuli were generated from three rainbow color maps.

The traditional rainbow and jet color maps were chosen as well-known and commonly

used rainbow color maps. We generated the traditional rainbow color map by linearly

interpolating between equally spaced blue, cyan, green, yellow, and red control points in

sRGB. For the jet color map, we utilized the implementation included in matplotlib [75].

As a spectral scheme with a linear lightness profile, the Kindlmann color map was

chosen to facilitate comparisons between the other rainbow color maps and grayscale. We

chose this color map over various other spiral color maps, such as the cubehelix [58] or

black body [120] color maps, because it traverses a similar distribution of hue values to

the traditional rainbow and jet color maps, it exhibits banding that cannot be explained

by luminance variation [37], and it has an established pattern of use by the visualization

community [37], [120], [178], [211], [213]. As no accepted device-independent definition of

the Kindlmann color map currently exists, we reconstructed the color map directly from

the original paper figure, modifying the lightness channel to ensure linearity in CIELCh.

An extended discussion of this implementation choice is included in the supplemental

materials archive.

6.4.4 Apparatus

The study was conducted in a controlled laboratory setting. All trials were conducted

in a windowless room with the lights turned on, using two identically set-up worksta-

tions with Dell U2412M monitors. An experimenter ran contrast and gamma monitor

tests [134] prior to the trials, to ensure display constancy. We did not, however, use

external color measurement to verify that colors appeared the same on both monitors.

At each workstation, the chair, monitor, and keyboard were placed in the same locations

for all trials, with a viewing distance of 60 cm and a monitor size of 61 cm (16:10 aspect
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ratio). Each stimulus was centered full-screen on a medium-gray background, subtending

approximately 19.3° in visual angle (768x768 pixels).

6.4.5 Tasks

For every stimulus, each participant was asked to perform two tasks according to one

of two assigned instruction conditions. The first task was to count the number of color

categories or color boundaries that they saw. The second was then to delineate those color

categories or color boundaries interactively.

Early in the experimental design process, internal discussions revealed that salient

features perceived in the yellow and cyan regions of the traditional rainbow and jet color

maps could result in two fundamentally different response patterns. As illustrated in

Fig. 6.6, an individual could decide to treat these features either as explicit boundaries

or as prototypes within broader color categories.

In an effort to ensure that instructions did not disproportionately bias individuals’

responses, we developed two separate sets of instructions to capture different ways of

completing the tasks. In one set of instructions, participants were asked to make judgments

related to color categories, which we defined as “continuous subsets of the color map where

colors within the subset are more similar to one another than colors outside the subset.”

In the other set of instructions, participants were specifically asked about color boundaries,

defined as “the locations where colors on the same side of the boundary are considered

(a) feature as boundary (b) feature as prototype

Fig. 6.6. Two fundamentally different response patterns illustrated for the salient cyan fea-
ture in the traditional rainbow color map using the study’s boundary placement interface:
(a) treating the feature as an explicit boundary versus (b) treating the feature as a prototype
subsumed by a broader color category.
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more similar to one another than colors on the opposite side of the boundary.” Each

participant was assigned a single, consistent instruction set for all trials.

In early experimental prototypes, we also noted that the inclusion of black lines as

explicit delimiters appeared to influence judgments about the underlying color category

boundaries. This observation is not entirely surprising given that prior work showed that

black line delineations increased the number of distinct colors perceived in a diffracted

spectrum [173]. It did, however, present a challenge in terms of interface design. Our

goal was to understand where people perceive bands, yet the most direct interface for

interrogating that question influences the perception of that phenomenon.

We opted to provide an interface where the delimiters covered only part of the un-

derlying experimental stimuli, also illustrated in Fig. 6.6. By requiring participants to

count the color categories or boundaries before delineation, we prime each individual’s

delineation responses. The interface then allows participants to attempt to line up the edge

of each delimiter with the boundaries perceived in the undelineated portion of the stimuli.

Delimiters can be placed or reselected by clicking, moved by dragging, or deleted with a

double click. Although this design does not entirely control for the potential confounding

effects of explicit delimiters, we felt it was satisfactory for an exploratory study.

6.4.6 Procedure

Each participant provided informed consent before beginning the study. The partici-

pants were then assigned one of the two instruction conditions and given a corresponding

training module designed to familiarize them with the definitions and interactions in the

study.

Upon completion of the training module, the participant was presented with the 12

experimental stimuli using a randomized block scheme. We used 4 blocks, each containing

the 3 stimuli encoded using a given color map. Each participant encountered these 4

blocks in a different random order, and within each block, the 3 stimuli were presented

in a different random permutation. This procedure resulted in a counterbalanced random-

ization scheme where each participant encountered exactly 1 of the 24 permutations of the

4 color-map blocks and 4 of the 6 possible dataset permutations across those blocks. For

each stimulus, the participants were asked to, first, count and, subsequently, interactively
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delineate the color categories or color boundaries that they saw according to their assigned

instructions. Working versions of both the study and the training modules are included in

the supplemental materials archive for this dissertation.

After completing the main study, the participants were asked to fill out a survey in

which they answered questions about their judgments during the study and provided

demographic information. Although the participants had been prescreened for color vi-

sion deficiencies, this survey included explicit secondary checks of their color vision using

Ishihara plates along with questions regarding other potential confounds such as prior

familiarity with the geography of Hawaii Island. Response times were unconstrained, but

the study took most participants about 25 minutes to complete.

6.4.7 Participants

Participants were recruited from both the University of Utah’s psychology participant

pool and the University of Utah campus community. They were prescreened for either

color vision deficiencies or significant prior exposure to rainbow color maps through the

nature of their area of study, and they were compensated for their time at either a rate of

$10/hour or via course credit.

We collected data from 62 participants across both instruction conditions, although we

excluded the responses of 6 individuals who placed more than two standard deviations

above the mean number of boundaries from the final analysis. The excluded participants

were evenly distributed across our two instruction sets. No additional exclusions were

made based on the postexperiment survey responses. Of the 56 participants included

in the analysis, 42 were female and 14 were male, and the mean age was 21.55 years

(SD = 5.26). The category instructions were assigned to 25 participants (23F, 2M), and the

boundary instructions to 31 participants (19F, 12M). Although there is currently no clear

consensus regarding either the presence or absence of sex-related differences in human

color vision [80], [128], [156] and testing for such differences was outside our intended

scope, we recognize that the sex imbalance among our participants is a potential limitation.
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6.5 Results
Given our hypotheses that implicit discretization is occurring and is influenced by both

color map and dataset characteristics, we were primarily interested in analyzing where

individuals perceive and delineate banding in rainbow color-mapped visualizations. Al-

though our open-ended boundary placement task directly examines this question, we

have no way of knowing a priori which subset of participants’ delimiters is supposed

to correspond to a particular perceived boundary. That correspondence would require

prior knowledge of the very facts we are attempting to establish: that individuals perceive

bands and where they perceive the boundaries of those bands. It is not clear how one

would perform quantitative analyses on predicted cusps and inflection points without

prior knowledge of these facts. As a result, much of our analysis relies on qualitative

visual analysis methods, which provide a structured way of exploring both participants’

response trends and our hypotheses about what drives those trends, free from any as-

sumptions about the existence or nature of hue banding. As a descriptive analysis, we

also tested if the color maps influenced the number of color boundaries or categories that

participants counted and placed. The statistical analyses are discussed in Section 6.5.1,

and the remaining subsections provide an overview of our visual analyses as they pertain

to each of our three hypotheses. We have also included a variety of interactive tools and

expanded discussions as supplemental materials to assist readers in better assessing the

validity of our claims.

6.5.1 Descriptive Statistical Analysis

To get an initial understanding of the relationships present in the results, we conducted

statistical analyses on the number of boundaries/categories participants perceived. We

used a linear mixed-effects analysis due to the mixed design with unbalanced sample

sizes. Participants were modeled as a random effect, and color map (traditional, gray-

scale, jet, Kindlmann), dataset (1D, 2D, complex), instruction condition (category, bound-

ary), task/response-method (counted, delineated), and potential color-map:dataset and

instruction:response-method interactions were all modeled as fixed effects. Additionally,

the grayscale color map and complex dataset were used as reference groups, given that we

specifically hypothesized differences compared to these groups.
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Although the full equations and outputs can be found in the supplemental materi-

als archive for this dissertation, Fig. 6.7 illustrates the core relationships in this linear

mixed-effects analysis. The analysis revealed main effects where each of the rainbow color

maps elicited significantly more delineations than grayscale, and the 1D dataset elicited

significantly more delineations than the complex dataset. It also showed significant color-

map:dataset interactions, with subsequent post hoc analysis revealing that, for both the jet

and Kindlmann color maps, participants perceived significantly more boundaries for the

2D dataset compared to the complex dataset but no significant difference in the number of

boundaries for grayscale. Additionally, both before and after accounting for these color-

map:dataset interactions, neither the instruction condition nor the task/response-method

had a significant effect on the number of perceived boundaries.

These statistically significant effects support the idea that both color map and dataset

influence how people perceive boundaries in a given color-mapped visualization, but

proving or disproving our hypotheses hinges on showing differences in the distributions

of the perceived boundaries. Consider the grayscale results shown in Fig. 6.7, for example.
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Fig. 6.7. The mean number of delineations that participants perceived and/or placed along
with the 95% confidence interval for each color map and dataset. Descriptive statistical
analysis indicates that each rainbow color map elicited significantly more delineations than
grayscale, that the 1D dataset elicited significantly more delineations than the complex
dataset, and that there were significant color-map:dataset interactions.
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As ”black,” ”white,” and ”gray” are all basic color terms in English [9], meaning grayscale

contains multiple color categories, we expect participants to count and delineate bound-

aries in the grayscale stimuli. We further expect, however, that any delineated boundaries

will be randomly distributed in the 1D and 2D stimuli, but centered around data features

in the complex stimuli. Likewise, for each rainbow color map, we anticipate that the

delineated boundaries will center around color-map artifacts in the 1D and 2D stimuli,

but be confounded by data features in the complex stimuli. In each case, understanding

the distribution of participants’ delineations is critical.

6.5.2 H1: Evidence of Implicit Discretization

Fig. 6.8 provides an overview of the distribution of participants’ placed delimiters.

For each color map, dataset, and instruction condition, we use kernel density estimation

(KDE) to calculate a probability density function (pdf) from the participants’ collective

delimiter placements. The pdfs shown use different bandwidths, each computed from

the associated delimiter placements through multiple iterations of leave-subject-out Monte

Carlo cross-validation (CV), utilizing a train-test split of 90% to 10%. Leave-subject-out

CV is an established blocked CV approach with theoretic optimality that accounts for

dependencies within subject responses [98], [154], [162], [209]. Peaks in the resulting pdfs

highlight consistencies across participants’ placed delimiters. Fig. 6.8 also illustrates that

the distributions of participants’ delimiters are largely similar across both instruction sets.

For each of the three rainbow color maps, participants’ delimiter placements are clus-

tered around distinct locations, but those locations vary both across the color maps for a

given dataset and across the datasets for a given color map. In each case, however, the clus-

ters are irregularly spaced, confirming that the perceived bands in rainbow color maps are

not uniform in size. By comparison, participants’ delimiter placements for the grayscale

stimuli are more uniformly distributed across the normalized data value range. Some

of the patterns in the grayscale responses, however, can be explained either by artifacts

caused by mapping the perceptual grayscale color map into 24-bit RGB color or by data

features in the case of the complex dataset. The former is illustrated in the 1D grayscale

results presented in Fig. 6.9, where breaking out participants’ delimiter placements by

individual shows responses clustered around a series of doubled values in the color map.
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Fig. 6.8. Probability density functions fit to the participants’ collective delimiter place-
ments, partitioned by wording condition, color map, and dataset. Peaks highlight clusters
in participants’ responses for all three rainbow color maps across all three datasets. Partici-
pants’ grayscale responses also show a few larger clusters but, overall, are more uniformly
distributed.
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Fig. 6.9. An overview of participants’ delimiter placements in the 1D experimental stimuli.
In the top and bottom plots, each row of marks contains the delimiters placed by a single
participant with participants ordered along the y-axis by the average number of delimiters
they placed overall. For each rainbow color-mapped stimuli, dotted lines show the loca-
tions of cusps (top) and inflection points (bottom), with corresponding bands showing the
expected individual variation for color category boundaries [200]. The same indicators are
also overlaid on the pdfs (center) estimated from the delimiters. Convenience labels (a)-(n)
are included for indicators referred to in the text. For the grayscale stimuli, dotted lines
mark the locations of color-map artifacts, with doubled values corresponding to a large
response cluster.
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Further discussion of grayscale patterns is included in the supplemental material archive

for this dissertation.

When taken together, these results provide empirical support for H1. Participants

appear to implicitly discretize rainbow color-mapped datasets with marked consistency

across individuals. Moreover, as hypothesized, this discretization varies across the differ-

ent rainbow color maps tested. Given the provided task, it is possible individuals may

have also attempted to use color categories when reasoning about grayscale; however, the

clustering in participants’ responses is less consistent than for the rainbow color maps.

6.5.3 H2: Clear Correspondences Beyond Luminance

In comparing participants’ responses to the derived indicator sets, the results sup-

port hypothesis H2. As we hypothesized, luminance does play a role in the implicit

discretization observed in the rainbow color-mapped stimuli, but so does chroma and,

to a lesser extent, hue. As shown in Fig. 6.9, the majority of participants’ response trends

correspond to cusps or inflection points in the CIELCh profiles of each color map. Not

every indicator predicts a response trend, however. Here, we provide an overview of

participants’ responses related to the 1D dataset, where any clusters or trends should

be artifacts of the color maps themselves. The supplemental material archive for this

dissertation contains similar findings across each of the datasets and instruction conditions

in the study.

For each perceptual dimension of color (lightness, chroma, and hue), cusps in the

CIELCh profiles of a given color map exhibit some correspondence with participants’

response trends. As prior work predicts [8], [119], the cusps associated with the salient

cyan and yellow features in both the traditional rainbow (Fig. 6.9a and Fig. 6.9b) and jet

color maps (Fig. 6.9d and Fig. 6.9e) correspond to strong participant response trends in

1D. In addition, strong response trends align with some cusps in the chroma and hue

profiles of the Kindlmann color map. In other cases, however, cusps in the perceptual

dimensions of the color maps have weak or no correspondence with participants’ delim-

iter placements. The coincident lightness and chroma indicators corresponding to the

dark-blue:blue boundary in the jet color map (Fig. 6.9c), for example, capture only the

right-hand side of a split response trend. Additionally, the 1D Kindlmann results reveal
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chroma and hue cusps that either correspond to weak trends that only emerge when par-

ticipants place a large number of boundaries (Fig. 6.9f and Fig. 6.9g) or fail to correspond

to any response trends (Fig. 6.9h).

The correspondences between participants’ response trends and inflection points in

each color map’s CIELCh profiles are similarly mixed. Inflection points in chroma capture

a number of strong response trends that are not predicted by cusps, such as those corre-

sponding to potential blue:light-blue boundaries in the traditional rainbow (Fig. 6.9i) and

jet color maps (Fig. 6.9m). Again, however, not every inflection point corresponds to a

response trend. Certain inflection-point indicators exhibit pronounced offsets from their

associated response trends (Fig. 6.9j to Fig. 6.9l), whereas others have no corresponding

response trend (Fig. 6.9n).

6.5.4 H3: Unexpected Patterns in Data-Driven Variation

As shown in Fig. 6.10 and Fig. 6.11, for each of the rainbow color maps tested, the

different datasets show shifts in the locations and consistency of clusters in participants’

responses. Consequently, our results provide support for our H3 hypothesis that implicit

discretization depends on the dataset. The variation that we found, however, differs from

what we originally anticipated. We expected that a complex stimuli based on real-world

data would result in an implicit discretization different from a smoothly varying 1D or 2D

stimuli. This reasoning, however, neither predicts nor explains the observed differences in

our participants’ response trends for the 1D versus 2D stimuli for each rainbow color map.

Further, for the complex stimuli, we found no clear indication that the underlying data

features impacted participants’ response trends. Neither Fig. 6.10 nor Fig. 6.11 provides

evidence of data features creating or accentuating perceived boundaries.

Fig. 6.10 provides an overview of participants’ delimiter placements across the three

experimental stimuli encoded using the traditional rainbow color map. This overview

contains several notable differences in the strengths and locations of participants’ response

trends. The response trend associated with the leftmost inflection-point indicator (Fig. 6.10a)

shifts to the right in the 2D stimuli compared to 1D stimuli but dissipates into a weaker

trend in the complex stimuli. The other end of the color map (Fig. 6.10d) exhibits a

pronounced shift in the location of participants’ 1D and 2D response trends. Also, toward
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Fig. 6.10. An overview of participants’ boundary placements within the traditional rain-
bow color map stimuli, showing changes in participants’ response trends across the differ-
ent datasets. Contrary to expectations, the changes include noticeable shifts in responses
between 1D and 2D. Further, the underlying data features in the complex dataset appear
to have had minimal impact on participants’ responses. Convenience labels (a)-(d) are
included for specific indicators referred to in the text.
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Fig. 6.11. The probability density plots of participants’ delimiter placements for both the jet
and Kindlmann stimuli, which also exhibit significant variation in participants’ response
trends across all three datasets. Notable differences between the adjacent plots are marked
with a • symbol.

the center of the color map, two more trends (near Fig. 6.10b and Fig. 6.10c, respectively)

vary in strength across the three datasets. Even though each of these trends happens to

correlate with an inflection point in chroma, these shifts do not appear specific to trends

associated with either chroma variation or inflection point indicators. Fig. 6.11 exhibits

similar variations across both the jet and Kindlmann stimuli that affect trends correspond-

ing to a wide variety of indicator types.

In summary, the results do support H3, but they also highlight questions about the

nature of the interaction between color maps and datasets. Additional research is needed

to determine which dataset characteristics produce variation in implicit discretization and
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what the underlying perceptual mechanisms for this effect are.

6.6 Discussion
The perceived banding in rainbow color-mapped visualizations depends on the data

being encoded, but in a way that is neither predicted nor readily explained by existing the-

ory. The results presented in this chapter show differences in participants’ discretizations

of smoothly varying linear and radial data gradients that cannot be immediately explained

by the human visual system’s decreased chromatic sensitivity to high-spatial-frequency

information [83], [150], [194], [198]. Given that both the 2D and complex datasets contain

varying gradient magnitudes, known interactions between color and size might account

for the data-driven variation we observed. Models for color-size effects [179], however,

have not yet been extended to handle the complexities of continuous scalar fields.

The results also provide evidence that implicit discretization is driven by more than

just luminance. We illustrate correspondences between the perceived banding in rainbow

color maps and both cusps and inflection points in each of the perceptual dimensions of

those color maps. The rainbow color maps that we tested, however, contain coincident

and proximately located indicators, making it challenging to fully separate the effects of

luminance, chroma, and hue. Assessing what truly drives many of the individual response

trends that we observed would require more systematic control than was present in our

exploratory study.

The results further indicate that the implicit discretization caused by rainbow color

maps is relatively consistent across individuals. Although the nature of the study’s tasks

did not allow us to directly assess the amount of individual variation across participants’

perceived hue-bands, estimates of individual variation from prior color category experi-

ments [200] approximate the variation in many of the response trends found in the results.

The results also confirm that the perceived hue-bands in rainbow color maps are, indeed,

irregularly spaced. We observed no apparent confounding impacts from sex differences or

intermonitor variation, although both are potential limitations that should be addressed in

subsequent work.

The study’s findings show that different datasets create unpredictable variation in the

perceived hue bands in rainbow color-mapped visualizations. This unpredictability pres-
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ents challenges for experts in a variety of scientific fields [13], [25], [37], [89], [145], [214],

where the implicit discretization in rainbow color maps is used either for classification or

as a heuristic for quick visual comparisons. Moreover, given that the results show similar

data-driven inconsistencies in the Kindlmann color map, which follows the visualization

community’s core guidelines regarding effective color usage [8], these same practical chal-

lenges may apply to a broader set of multihue continuous color scales. This variation could

also explain the recent finding of Dasgupta et al. that hue banding negatively impacted

magnitude estimation [37].

Despite the visualization community’s promotion of more perceptually appropriate

alternatives [8], [13], [60], [86], [95], [119], [188], rainbow color maps remain commonplace

in a variety of scientific domains, including medicine [13], atmospheric and climate sci-

ences [38], [145], bioengineering [25], aerospace [89], and astronomy [214]. Although do-

main convention is often used to justify the inclusion of rainbow color map variants in

visualization systems [143], [145], [197], we still do not understand why experts continue to

gravitate to spectral schemes. Cited reasons include familiarity [13], [145], aesthetic pref-

erence [13], [18], [120], and ease of use [14], [120], but evidence also suggests that rainbow

color maps may be a satisficing design choice for specific types of tasks, such as locating

and quantifying extreme values [38],[150],[194],[195],[198]. Improving our understanding

of both how rainbow color maps are used and the ways in which they are ineffective could

lead to improved guidance regarding effective color usage more broadly.

6.7 Summary
In this chapter, we presented an exploratory study investigating the nature of hue band-

ing in rainbow color maps. The results represent a necessary first step in addressing open

questions, including whether rainbow color maps implicitly discretize encoded data into

hue-based bands and how that discretization varies across different individuals, datasets,

and spectral schemes. The results presented in this chapter also suggest that the visual-

ization community’s current understanding of how rainbow color maps are perceived and

used remains incomplete.

The results begin to address gaps in our understanding of the nature of implicit dis-

cretization in common spectral schemes, but they also leave open questions. Rainbow
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color maps appear to discretize data into hue-based bands, but we currently have an

insufficient understanding of the mechanisms that drive this phenomenon and no method

for modeling or predicting the banding. Additional work is needed to explore whether the

gradient variation in the encoded datasets plays a role in the response trend variations we

observed and to examine how to minimize implicit discretization in multihue color maps.

Moreover, the results do not fully deal with the questions established in the course of our

larger mixed-methods research program. They do not explicitly address either whether

implicit discretization affords similar benefits to explicit discretization or whether implicit

discretization plays a role in the continued widespread prevalence of rainbow color maps.

We argue, however, that the work presented in this chapter still provides additional

validation of mixed-methods research approaches. Even though the scope of this study

differs from what we set out to explore, the results provide new insights into the real-world

impacts of the conflicting domain guidance regarding the use of rainbow color maps for

visualizing 2D scalar data. Moreover, this particular study used qualitative visual analysis

methods to analyze quantitive data; and in doing so, highlighted major open questions

regarding the core arguments about why rainbow color maps are harmful. We believe

that addressing the knowledge gaps highlighted by these results will result in improved

guidelines for color encodings of 2D scalar fields.



CHAPTER 7

REFLECTIONS AND FUTURE WORK

This dissertation comprises an emergent multiphase mixed-methods research program,

designed to generate new knowledge through the revision and refinement of visualization

guidelines regarding the use of color in encoding 2D scalar fields. We use a grounded

understanding of how color is used in meteorological practice, developed throughout a 2-

year design study, as a lens for investigating two major guidance conflicts regarding color

usage between visualization and other domains. We examined longstanding, contrasted

claims from both the visualization and cartographic communities regarding the use of

discretized color maps in visualizing 2D scalar data, and we found empirical evidence

of a speed-accuracy trade-off that conflicts with both domains suppositions about best

practices [8], [66], [107], [117], [145], [171], [186], [199]. Based on those results, we then

conducted an empirical examination of the role of implicit discretization in individuals’

perceptions of rainbow color maps, an encoding choice that remains prevalent in a diverse

set of scientific domains [13],[25],[38],[89],[145],[214] despite decades of vilification within

the visualization community [8], [13], [60], [86], [95], [119], [188]. The results of this second

study indicate that, although rainbow color maps do implicitly discretize data, existing

theory [83], [150], [159], [179], [198] does not adequately explain how or why.

These two sets of findings improve our understanding of color encodings for 2D scalar

fields, and together, constitute the primary contribution of this dissertation. The findings

also validate our emergent mixed-methods research program, as subsequent studies build

upon and contextualize prior studies. As secondary contributions, however, the various

pieces of research in this dissertation also touch on two ancillary topics: the inherent limits

of reductionist quantitative and qualitative insight-based evaluations and the potential

for mixed-methods research programs to reconcile quantitative and qualitative research

results.
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The various studies in this dissertation highlight the inherent trade-offs among exper-

imental control, ecological validity, and generalizability. Qualitative insight-based evalu-

ations, such as the design study discussed in Chapter 3, offer a strong sense of ecological

validity but lack the necessary control to understand the impact of particular design de-

cisions. In contrast, the prioritization of experimental control in reductionist quantitative

evaluations allows us to establish causation but can leave open questions about either the

generalizability of the results or their applicability in complex real-world decision-making

processes. Chapter 4 illustrates the complexities and pitfalls involved in attempting to

prioritize ecological validity in a quantitative study. Chapters 5 and 6, on the other hand,

show quantitative experimental designs geared toward psychological realism and a sim-

plified focus on a general perceptual phenomenon. Each successive study makes greater

compromises to ecological validity but also improves our ability to draw inferences.

As an emergent mixed-methods research program, however, these studies contextual-

ize one another, allowing us to reconcile certain qualitative observations with quantitative

explanations. Like orthogonal views, qualitative and quantitative studies can offer differ-

ent perspectives of the same underlying phenomenon that, when taken together, provide

a more accurate understanding of reality. As a case study, this dissertation demonstrates

that mixed-method research programs are a powerful tool for reconciling qualitative and

quantitative research contributions. In particular, we argue that using qualitative contribu-

tions from design studies to inspire and contextualize quantitative experimental research

can be advantageous. The scope of these advantages, however, needs to be explored and

further validated in future work.

Another broader implication of the work presented in this dissertation is that it re-

peatedly illustrates the importance of examining implicit assumptions contained in prior

research. Furthermore, it suggests that examining conflicts between widespread domain

practices and visualization guidance can be a useful way to locate such assumptions.

Viewed as a case study, we believe that this dissertation demonstrates that domain guid-

ance conflicts deserve to be more closely examined by the visualization community mov-

ing forward.

This dissertation also makes it clear that the visualization community’s understanding

of color encodings for 2D scalar fields remains far from complete. Throughout this disser-
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tation, we highlighted several important avenues for future work regarding color. We need

research exploring the effects of interactive and customizable color scales, particularly

in contexts with evolving task demands. We need to better understand how specific

characteristics in the encoded data – such as topological features, spatial frequencies, and

gradients – impact our ability to understand visualizations that employ color maps with

either explicit or implicit discretization. We also need to resolve the perceptual mecha-

nisms driving implicit discretization and investigate whether those mechanisms can be

leveraged to confer similar effects to explicit discretization. Arguably, this dissertation

raises more questions than it answers regarding color. We contend, however, that this

observation points to a large potential impact for this work.

This dissertation generates new knowledge about color encodings for 2D scalar fields

while illustrating the benefits of emergent mixed methods research programs. We an-

ticipate that it will not only inform future work on color encodings but also, as a case

study, influence a wider variety of research attempting to combine qualitative insights

with quantitative explanations.
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