
THE PERSONAL INFORMATICS

ANALYSIS GAP

by

James Moore

A dissertation submitted to the faculty of
The University of Utah

in partial fulfillment of the requirements for the degree of

Doctor of Philosophy

in

Computing

School of Computing

The University of Utah

May 2022



Copyright © James Moore 2022

All Rights Reserved



The University of Utah Graduate School

STATEMENT OF DISSERTATION APPROVAL

The dissertation of James Moore

has been approved by the following supervisory committee members:

Miriah Dawn Meyer , Co-chair February 18, 2022
Date Approved

Jason Wiese , Co-chair February 17, 2022
Date Approved

Erik L. Brunvand , Member February 17, 2022
Date Approved

Alexander Lex , Member February 17, 2022
Date Approved

Wesley Willett , Member February 18, 2022
Date Approved

by Mary W. Hall , Chair/Dean of

the Department/College/School of Computing

and by David B. Kieda , Dean of The Graduate School.



ABSTRACT

Personal informatics research helps people track personal data for the purposes of self-

reflection and gaining self-knowledge. This field has predominantly focused on the data

collection and insight-generation elements of self-tracking, however, with less attention

paid to flexible data analysis. As a result, this inattention has led to inflexible analytic

pipelines that do not reflect or support the diverse ways people want to engage with

their data. This dissertation contributes a review of personal informatics and visualization

research literature to expose a gap in research knowledge for designing flexible tools that

assist people engaging with and analyzing personal data in personal contexts. This is

identified as the personal informatics analysis gap. This dissertation explores this gap through

a multiyear longitudinal study of how asthmatics engage with personal air quality data,

and reports how this gap emerged through a series of challenges from attempting to

design an improved visual analysis tool. This dissertation’s primary contribution is the

identification of the personal informatics analysis gap, with recommendations for how

visualization researchers might bridge it: through designing for play, designing for entry

points into personal data, and designing more collaborative or social systems.
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CHAPTER 1

INTRODUCTION

This dissertation identifies and defines the personal informatics analysis gap. This gap

describes the lack of focused research and design of systems that allow people to flexibly

analyze their personal data, despite various research communities working toward these

goals within personal informatics and visualization fields [1]. This gap reveals itself as

a mismatch between what people may want to do with personal data, and the limited

functionalities afforded by the tools at their disposal. For example, the motivation of

this research wherein asthmatics log their indoor air quality, yet lack tools to aggregate or

review this information for exploring how various indoor activities, outdoor conditions,

or home improvements affect their immediate surroundings. We explore the personal

informatics analysis gap in this dissertation through an initial longitudinal study of asth-

matic families selected from a concurrent national research program to measure factors

affecting pediatric asthma [2]. We discuss our study participants and selection criteria

more in Section 3.1. Our study involves observing how these families live with an indoor

air quality sensing system [3], and a follow-on multiyear qualitative study on engaging

participants with their air quality data [1], [4]. We ground this study and its findings

within a review of personal informatics and visualization literature to demonstrate why

this gap exists, and identify potential solutions and implications for designing with the

gap in mind [1].

1.1 Why the gap exists
The personal informatics analysis gap emerges from uncoordinated research efforts

between the fields of personal informatics, visual analytics, and everyday visualization.

Although each field works toward making data more actionable and accessible, their col-

lective efforts remain largely limited to their individual communities. Personal informatics

research focuses on tools and technologies that help people to collect and make sense of
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personally relevant data for the purposes of self-reflection and gaining self-knowledge [5].

This field is driven by the idea that data will help us make better, smarter decisions about

how we live our lives, and studies how and why people engage with personal data across

a broad range of application areas. This has led to the development of various tools or

systems for tracking personal data in the areas of: physical fitness, with early work by Tsai

et al. targeting caloric intake [6] or Consolvo et al. for developing design requirements to

support[7] or sense [8] physical exercise; time management and online behavior, with work

by Lindqvist et al. studying how and why people location share [9] or the Pensieve system

developed by Peesapati et al. [10] to study personal reminiscence; and personal residential

air quality monitoring, with MAAV developed by Moore et al. [3], InAir developed by Kim

et al. [11]–[13], or AirSense, developed by Fang et al. [14].

A recent survey of over 500 personal informatics publications by Epstein et al. shows,

however, that the field focuses more on designing tools that support data collection and

reflection, and less on tools to support sense-making and analysis [15]. Existing personal

informatics tools that do support analysis do so in a specific way: they remove the anal-

ysis burden of data processing and task operationalization by baking-in specific analysis

workflows. These workflows are designed by personal informatics researchers and not

the people who are collecting and analyzing their personal data [16]. This disconnect

between designer and user results in tools that do not always reflect the ways people

want to engage with or think about their data [17]. As a result, a gap exists between the

capabilities personal informatics tools support for helping people to engage with personal

data, and the range of tasks people want to perform on the data they collect.

This gap presents an opportunity for the visualization community to make an impact

in this space by leveraging their experience with helping people engage with data. The

visualization community, however, has primarily developed tools and techniques for help-

ing domain experts work with data [1]. For example, whereas visual analytics research is

dedicated to helping people answer diverse questions through the development of flexible

analytics tools, this work is conducted for domain experts working in professional con-

texts [18], [19] who bring motivations, skills, and experiences to data analysis that cannot

be assumed about people working in personal contexts [16]. On the other hand, personal

visual analytics research has emerged to unify several threads of visualization research
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that “empower everyday people through exploring data” within personal contexts [16].

Despite consolidating several research areas focused on nonprofessional contexts, these

approaches are not designed to support in-depth analysis of personal data. The sub-

fields within everyday visualization are instead primarily oriented toward promoting data

awareness, exploration, or social sharing [1].

We identify and define this lack of focused research and design of systems that allow

people to flexibly analyze their personal data as the personal informatics analysis gap. This

gap is a consequence of a collective oversight between individual fields that each con-

tribute toward helping people engage with data, but that are yet to direct their individual

strengths toward addressing this gap.

1.2 Contributions
This dissertation’s primary contribution is identifying and defining the personal infor-

matics analysis gap, and providing recommendations for how researchers can help bridge

it [1]. We ground this gap within the personal informatics and visualization literature, and

validate it through a multiyear longitudinal study on ways asthmatic families engage with

personal indoor air quality data [1], [3], [4]. Our formative work began with a long-term

deployment of several indoor air quality sensing systems to understand how asthmatic

families would use them [3]. Afterwards, our attempts to design an improved visual

analytics tool for indoor air quality stalled from having focused only on how participants

used their system, rather than what participants wanted to do, or would know to do,

with their data.

To gather this information, we developed a new interview method: the data engage-

ment interview [4]. Conducting these interviews with our study participants allowed us to

observe how they actually use their data to answer personal questions, rather than relying

on post hoc rationalizations of their process, as with other methods. These observations

gave us a better understanding of participants’ needs and abilities for working with their

air quality data, and the ways that surprise, exploration, and play can influence their

workflows [1]. Analyzing these results in combination with an extensive literature review

helped us to identify the personal informatics analysis gap as the source of our earlier

design challenges, and motivates our recommendations for new design priorities within
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the visualization community as a first step to overcome these barriers. We recommend

designers focus on supporting entry points into personal data, prioritizing play as a first-

class design criteria, and creating more social and collaborative analytic systems. Our

identification and recommendations for the personal informatics analysis gap form the

core contribution of this dissertation, and stand to transform the way designers approach

supporting people to flexibly analyze their personal data.

This dissertation also includes several secondary contributions. We offer insights on

how asthmatic families use an indoor air quality sensing system, and recommendations

for ways to improve their overall engagement [3]; we create the data engagement in-

terview method as an effective way of engaging people with their personal data, both

for helping researchers understand and identify design requirements for everyday vi-

sual analytics systems, and for helping participants gain a deeper understanding of their

personal data [4]. We also present our multiyear qualitative study as its own research

artifact, and as one possible template for how this kind of research can be reported within

the visualization community.

1.3 Organization
The remainder of this dissertation is organized as follows: Chapter 2 identifies and

defines the personal informatics analysis gap through a review of personal informatics

and visualization research literature to highlight existing gaps for supporting people to

engage with personal data. Chapter 3 introduces and describes our study participants

and reflexively summarizes our broader longitudinal study timeline. Chapter 4 reports on

the initial field deployment of a wireless indoor air quality sensing system to the study

participants, prefaced with its contribution to the overall dissertation theme. Chapter 5

describes the data engagement interview, a novel interview method for helping us to

better understand our participants’ needs when engaging with personal air quality data,

and a valuable tool for understanding the personal informatics analysis gap. Chapter 6

presents the outcomes from exploring the personal informatics analysis gap, and includes

a discussion on implications and design opportunities in this space. Chapter 7 concludes

this dissertation and provides suggestions for future research. This dissertation excerpts

previously and soon-to-be published work [1], [3], [4].



CHAPTER 2

IDENTIFYING AND DEFINING THE

PERSONAL INFORMATICS

ANALYSIS GAP

This chapter reviews literature from the personal informatics and visualization com-

munities to provide a theoretical grounding for the personal informatics analysis gap.

The following sections describe how each field supports people to engage with data, and

calls attention to a critical lack of design knowledge for supporting personal data analysis.

These sections conclude with small summary observations on each field that we combine

to identify and define the personal informatics analysis gap.

2.1 Personal informatics tools
Li et al. defines personal informatics as a research area in human-computer interaction

that focuses on the “tools and technologies that help people to collect personally relevant

data for the purposes of self-reflection and gaining self-knowledge” [5]. Interpreting and

reflecting on these data in any meaningful way requires a deep, contextual awareness

of people’s lives, and is critical for drawing interesting conclusions or making insightful

discoveries. Work by Tolmie et al. and Fischer et al. exploring how people make sense of

personal data find that researchers who lack the situated knowledge of someone’s social

contexts, routines, and priorities are unable to correctly interpret others’ logged personal

data, much less meaningfully analyze or make recommendations from them [20], [21].

Thus, personal informatics researchers have prioritized ways of supporting people to cap-

ture and reflect on their own data [15].

Personal informatics emerged from the quantified self movement with early tools de-

signed to help users gain self-insights by tracking single facets of their lives, such as their

diet [22] or physical activity [23]. Work by Bentley et al., however, report that reflecting on

single data streams limited the kinds of insights people could derive from their data [24].
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Thus, research emerged for tracking multiple facets of people’s lives to help sustain user

engagement and improve insight generation, including Epstein et al.’s processing and

visualizing personal life log data [17]. This shift, however, imposes a greater analytic

complexity that users find unmanageable [25]–[27]. Jones et al. report how attempts to

curb this complexity either seek to prioritize smaller, more manageable tracking tasks as

a way to narrow the design and problem spaces, or to implement analytic pipelines that

automatically detect and present potentially interesting correlations based on statistical

analysis [26], [27]. Huang et al. comment how these solutions involve fixed processing

pipelines that give the user little control over the kinds of analysis or types of insights

afforded to them [16], with work by Bentley et al. finding the outcome of these decisions

results in frustration about receiving obvious insights [24], and Jones et al. reporting on

the information overload of having to review too many potential correlations [27].

One step toward supporting more interactive and exploratory personal data analysis

involves a technique that Epstein et al. call data cuts [17]. Cuts refer to subsets of data,

chosen by underlying features, that support detailed and potentially interesting compar-

isons. In building a tool to support the analysis of cuts, Epstein et al. developed a set of

predefined cuts based on a survey of the kinds of questions users had of their personal

data. User evaluations of these cuts found them to be effective at supporting some of

their questions, but the predefined cuts failed to meet everyone’s needs or preferences

for engaging with their data. These findings echo those by Jones et al. and Bentley et

al. that attempt to automate insights [24], [27], and led Epstein et al. to recommend that

”designs do not attempt to limit cuts based on stated goals and instead offer a variety

of cuts” [17]. What remains unclear, however, is how to design for arbitrary and flexible

analysis, especially in the context of open-ended or ill-defined goals.

Alongside system design, personal informatics research has also developed models

to describe the ways and reasons people track personal data [5], [28]. The stage-based

model for personal informatics systems [5] classifies how people self-track in practice, and

outlines an iterative five-stage process for users pursuing goal-oriented behavior change:

preparation, collection, integration, reflection, and action. Later, the lived informatics model [28]

revised the stage-based model to reflect a more inclusive classification of people’s tracking

behaviors and motivations (Figure 2.1). Specifically, it acknowledges users’ decisions of
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Figure 2.1. The lived informatics model of personal informatics [28]. A recent survey of
over 500 personal informatics publications [15] found researchers focus primarily on the
collection and reflection stages (green) of the tracking and acting cycle, and less on the
integration stage (orange), where data are combined, transformed, and analyzed.

whether and how to track personal data, their ability to lapse and resume self-tracking

practices, and interest to track or review personal data for non-goal-oriented motivations.

These models are foundational in the personal informatics community, and guide how

researchers develop and study systems that help people improve aspects of their lives.

Personal informatics research, however, is not uniformly distributed over these model

stages. A recent retrospective survey of over 500 personal informatics publications by

Epstein et al. found considerable research that addresses barriers in the collection and

reflection stages, but with significantly less focus on integration [15]. The integration stage

remaining understudied — the stage where data are combined, transformed, and analyzed

— echoes findings by Jones et al. on the inherent difficulties with supporting these func-

tionalities [27]. Tackling this challenge requires more attention and research efforts to raise

greater awareness of these disparities; the work presented in this dissertation is a step in

that direction.

Observation 1: Personal informatics leverages people’s deep contextual knowledge to

collect and reflect on personal data, but requires further study to develop flexible analysis

tools that empower people to engage with their personal data in unique ways.

2.2 Flexible visualization tools
Visualization research has a long history of developing tools to help people produc-

tively engage with data, but it has largely targeted those working in professional contexts.
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Developing visualization tools for use in professional settings stems from two core threads

of research: the design of bespoke tools for domain experts, and the creation of powerful

and flexible systems for data analysts.

A proliferation of bespoke tools for supporting rich visual analysis across a broad

range of fields stems from the visualization research community’s embrace of Munzer’s

call for “collaborating closely with domain experts who have appropriate driving tasks in

data-rich fields to produce tools and techniques that solve clear real-world needs” [29].

The dominant research approach behind the design and development of these tools is

visualization design study, an approach to problem-driven visualization research described

by Sedlmair et al. that emphasizes designing visual analysis tools in close collaboration

with domain experts [19]. Design study is now a standard method for conducting visu-

alization research inquiry, informed by validation methods like Munzner et al.’s nested

model [30], various process models including Sedlmair et al.’s design study methodol-

ogy [19], Mckenna et al.’s design activity framework [31], and McCurdy et al.’s action

design research [32], as well as Meyer et al.’s criteria for rigor [33], and Sedlmair et al.’s

seven guiding scenarios for design study contributions [34]. Published research papers

reporting on design studies cover a range of application areas, but they all focus on de-

veloping solutions for domain experts working with data. None report on collaborations

outside a professional context.

Research into visualization systems for data analysts arises from the significant increase

in the number of professionals whose primary task is data analysis. Various interview

studies focus on how data analysts do their work, with Kandel et al. characterizing analysis

processes within an enterprise organizational context [35]; Alspaugh et al. detailing pat-

terns of exploratory data analysis [36]; Kandogan et al. reporting impediments to efficient

data analysis [37]; Kim et al. outlining their roles within software development teams [38];

and Fisher et al. presenting their unique considerations when working with cloud archi-

tectures [39]. These studies extend and modernize earlier research on intelligence analysts’

work practices by Pirolli & Card [40], [41], Cowley et al. [42] Patterson et al. [43], or Wright

et al. [44] by seeking to understand the sense-making and information-foraging processes

of data analysts, and what Russel et al. call the cost structure of sensemaking [45]. The

results of these studies inform a growing ecosystem of tools for data wrangling like Wran-
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gler [46] or Origraph [47] , widely used interactive visual analysis languages like D3.js [48]

or Vega [49], [50], and research into visualization recommendation systems by Mackinlay

et al. [51], Wongsuphawat et al. [52], [53] or Gadhave et al. [54].

Work by Amar et al. [55] and Chul et al. [56] report how these professional tools require

users to translate their questions into accompanying analysis tasks and make appropri-

ate decisions based on visualizations that they see. Chul et al., along with studies by

Law et al. [57] and Grammel et al. [58] find, however, that people without these skills

struggle to use visualization tools effectively. Generally speaking, people engaging with

data in personal contexts tend to have less time, training, patience, motivation, capabilities,

and crisply actionable tasks for their personal data than do professional analysts [16].

Observation 2: Visualization research excels at designing flexible data analysis tools

for experts working in professional contexts, but does not target personal contexts, where

existing tools do not easily transfer to the needs, skills, and motivations of people exploring

their own data.

2.3 Everyday visualization
Visualization’s increasing use and consumption in everyday contexts has spurred new

research into making data accessible and understandable to everyone. Huang et al. de-

fine personal visualization and personal visual analytics subfields to help formalize this

personal context, and call attention to the more everyday uses which include “different

motivations, priorities, role expectations, environments, or time and resource budgets

as compared to professional situations” [16]. This distinction was made to unite largely

independent research communities within visualization and personal informatics that, by

virtue of focusing on nonprofessional situations, extends to cover a broad range of use

cases and data scopes.

Huang et al. acknowledge how this grouping “subsumes many related fields.” How-

ever, applying this broad definition over several fields can make it difficult to articulate a

common thread of research across these diverse areas, especially for use cases that do not

actively include personal data. This distinction is especially important as design consid-

erations and analytic processes underpinning visual analysis systems for engaging with

personal data differ from developing systems that engaging with nonpersonal data in
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these personal contexts [20], [21]. A report by Lee et al. on reaching broader audiences

with data visualization further identifies a lack of significant activity in this space, finding

that “only a limited number of researchers have continued to work at the intersection of

visualization and personal informatics”[59]. In an attempt to bring some clarity to this

broad field, we introduce everyday visualization as a descriptive label to distinguish visu-

alization research conducted within personal contexts, but that fails to leverage people’s

deep personal context in data exploration, or prioritize flexible analysis of personal data.

Everyday visualization encompasses multiple use-cases and research goals. Early work

in this space explores ways to democratize visualization with ManyEyes [60],[61], Vizster [62],

and Sense.us [63], engage people with new visualization techniques for familiar infor-

mation like the stock market [64] or baby names [65], and help bring visualization to

the people [66] with exploring data through constructive physicalizations [67], [68]. This

community has since expanded its scope to investigating physicalizations for awareness

or goal-setting [69]–[73], engagement with personal data in the home [74], and even emo-

tional connection to personal data when mapped to living artifacts [75], [76]. Although

work by Koytek et al. incorporates personal agency into visual interaction mechanisms [77]

and Aseniero et al. explores proof-of-concept tools to support self-reflection in controlled

lab studies [78], this work does not incorporate participants’ personal data as a part of

the analysis process. Instead, the overwhelming majority of research occurring within

personal contexts remains rooted in exploration, awareness, or social sharing. Everyday

visualization has yet to deploy truly flexible, scalable, or in-depth data analysis capabilities

for personal data.

Observation 3: The democratized analysis goals of everyday visualization aim to em-

power people to explore data, but this field has yet to design for flexible, in-depth analysis

of personal data.

2.4 The personal informatics analysis gap
We present the personal informatics analysis gap as the collective oversight emerging

from how visual analytics, everyday visualization, and personal informatics fields focus

their research efforts. This gap poses a multifaceted design challenge that individual fields

have struggled to address with their singular design perspectives:
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• Personal informatics approaches the gap with considerable experience building anal-

ysis tools for working with personal data. These tools, however, offer inflexible,

designer-defined analysis pipelines that cannot be reactive to the diverse ways peo-

ple may want to use their data.

• Visual analytics approaches the gap by applying methodologies developed for and

alongside professional users to study how everyday people work with personal data.

This approach, however, is complicated by the differing motivations, training, and

resources available for users operating in personal contexts.

• Everyday visualization approaches the gap with its focus on how people engage with

data outside of professional contexts. This focus, however, does not fully bridge the

gap from a lack of significant activity at the intersection of visualization and personal

informatics, and limited research that incorporates personal data and contextual

knowledge to develop tools for flexible personal data analysis.

These limitations have so far prevented researchers in each field from addressing all in-

dividual strands of the personal informatics analysis gap. As a consequence, the personal

informatics analysis gap emerges as a lack of focused research and design of systems that

allow people to flexibly analyze their personal data. Any solution that overcomes this gap

must acknowledge and incorporate people’s personal and contextual knowledge, support

flexible analysis that covers a variety of different circumstances and goals, and empower

people to deeply and richly engage with their personal data. Enlisting each field’s strength

affords an opportunity for developing new approaches to learn how people engage with

personal data, and for designing new tools and systems that will support them in doing

so. Personal informatics’ experience with collecting and acting on personal data can be

augmented by visual analytics’ background in customized analysis environments, and

brought together with the everyday analysis goal of personal empowerment. Uniting

these fields will help researchers consolidate existing design knowledge, experience, guid-

ance, and methods to more effectively design visual analysis tools that support people

engaging with their personal data. This dissertation reports on our explorations of the

personal informatics analysis gap that drew from each of these fields’ expertise over a

multiyear longitudinal study of asthmatic families engaging with their personal indoor

air quality data.



CHAPTER 3

LONGITUDINAL STUDY OVERVIEW

This chapter describes our journey toward identifying the personal informatics analysis

gap. We tell this story through a reflexive summary of our multiyear study, and explain

how our individual research activities inform this work (Figure 3.1). Although later chap-

ters present more detail on these specific activities – field deployments in Chapter 4, data

engagement interviews in Chapter 5, and the results and design implications from probing

the personal informatics analysis gap in Chapter 6 – this chapter provides the necessary

contextual knowledge for understanding how these individual contributions fit into this

dissertation’s broader narrative.

We start by introducing our longitudinal study participants in Section 3.1. Afterwards,

we describe how our collaboration with these participants evolved from studying them in

hopes of developing an improved visual analytics tool, to studying ourselves, and the lack

Figure 3.1. The longitudinal study timeline, grouped into three stages that describe our
path toward identifying the personal informatics analysis gap. We separate stages by
fundamental changes in how we understood and approached our underlying research
goals: stage 1 describes our air quality system field deployments [3] and intent to redesign
a visual analytics interface for processing air quality data. Stage 2 outlines our creation and
application of the data engagement interview method [4] for capturing design insights into
what participants wanted to do with their data, and continued attempts to characterize
participants’ questions for developing a revised interface (Appendix C). In stage 3 , we
reanalyze participants’ data engagement interviews and draw connections between exist-
ing research gaps within visualization and personal informatics communities, and why
we needed a new interview method. We identified and defined the personal informatics
analysis gap [1] in this stage.
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of research on designing systems that help people to flexibly analyze personal data. Section

3.2 tells this story by summarizing our work in three research stages. These stages outline

how our challenges and outcomes helped shift our focus away from developing a visual

analysis tool, toward identifying and defining the personal informatics analysis gap.

3.1 Study participants
We recruited our study participants from a pool of families that were also participating

in a concurrent national research program to measure factors affecting pediatric asthma

[2]. This research program involved multiple universities, with the University of Utah

acting as the informatics center. In collaboration with the College of Nursing, who ran

and supervised the national asthma project, we recruited eight families that were local

to the Salt Lake Valley area and that had at least one family member with moderate or

severe asthma. To be eligible for our study, these families needed a high-speed Internet

connection, a wireless home network, and the willingness to host an indoor air quality

system. Two families dropped out prior to starting our study, citing measurement fatigue

from the national asthma project, leaving us with six families that persisted throughout our

longitudinal study. Figure 3.2 illustrates the individual family make-ups and distribution

of our asthmatic participants.

Figure 3.2. The six participant families enrolled in our longitudinal study. Labeled
participants are those most engaged from each family, and from whom our study findings
derive. Notable participants include P4a, the only adolescent participant in our study,
and participant spouses P1-S and P2-S who participated in stage 2 only. Yellow and red
figures represent moderate and severe asthmatics, respectively. Remaining figures are
nonasthmatic.
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Although we encouraged all family members to participate throughout this study, we

did not require their complete involvement. As a result, each of the households settled into

a pattern where a singularly motivated participant assumed the primary communication

and feedback role. We denote these participants as primary participants, labeled P1 - P6 in

Figure 3.2. We included participant P4’s teenage daughter, P4a, as an additional primary

participant given her significant engagement in this study. No other children actively

participated. Spouses of participants P1 and P2, hereafter labeled P1-S and P2-S, also

contributed feedback and suggestions during the data engagement interviews [4] in stage 2

but were otherwise not involved in the study and are not counted among the other primary

participants. For brevity, we will often refer to individual primary participants simply as

participants, or by their specific labels when attributing quotes, traits, characterizations,

goals, and research outcomes throughout this dissertation.

Participants were themselves asthmatic (P1, P2, P4a, P5, P6), or primary caregivers to

asthmatic children (P2, P3, P4). Participants P1, P5, and P6 are the only asthmatics in

their household, whereas P2 was the only asthmatic parent with an asthmatic child. Of

the primary participants in our study, 5 were female (P1, P2, P3, P4, P4a) and 2 male (P5,

P6). All adult participants had received a high school diploma, with P2 completing some

college education with no degree, and P1, P3, and P4 having a college degree. P5 and

P6 had master’s degrees. P1 and P2 are stay-at-home mothers, P3 is a web developer, P4

works as a nurse, P5 as a school administrator, and P6 on public policy.

Although the participants were alike in the fact that asthma had impacted their lives,

the extent and degree to which they were affected was entirely personal. Participant P1,

an asthmatic sensitive to pollen and other outdoor irritants, used her air quality system as

a personal planning tool for deciding when to stay inside if outdoor particulate concen-

trations were high. Participant P2 is medically disabled as a result of her severe asthma

and interested in how the data could improve her quality of life. Due to her health compli-

cations, however, she remained hesitant to interpret or act on any personal data. Instead,

she preferred to receive personalized advice from medical professionals on ways she could

improve her indoor air quality. Participants P3 and P4 are primary caregivers to asthmatic

children and wanted to use their data to provide a healthy home environment for their

family. Participant P4a, our youngest participant, was less concerned with the health
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impacts of air quality and more curious to see how air quality affected those around her at

a community level. Participants P5 and P6 are adult asthmatics who already understood

their symptoms and were interested to explore how personal and environmental factors

affected their sensitivities. Table 3.1 summarizes how participants’ asthma conditions

influenced the way they engaged with their data, and what they sought from it.

3.2 Research stages
This section provides a reflexive summary of our longitudinal study stages, shown in

Figure 3.1. For each stage, we describe our research goals at that point in time, the steps

taken to achieve them within that stage, and then reflect on how subsequent challenges

and outcomes helped to reshape our goals. These changes helped to shift our focus away

from designing an improved visual analytics tool for indoor air quality, and toward better

Table 3.1. Participant characterizations.

P1

Stay-at-home mother and moderate adult asthmatic. Self-identifies as nontechnical,
passive, and reactionary with regard to asthma management. Admitted she is not
overly engaged with checking air quality conditions, despite sensitivities. Primarily
interested in using MAAV for informing her family’s outdoor activities.

P2

Medically disabled from asthmatic symptoms. Nontechnical, but engaged due to her
and her child’s severe asthma symptoms. Actively seeks air quality forecast information
through a combination of phone app and local forecasts. Curious about what she could
learn through her data, although prefers professional interpretation to her own.

P3

Work-from-home mother and nonasthmatic. Two of 4 children are asthmatic: one
suffers from Common Variable Immune Deficiency and severe asymptomatic asthma.
Interested in using her data to monitor indoor air quality to guard against potential
triggers, and self-experimentation to find poor air quality sources.

P4,
P4a

Nurse at a university hospital and caregiver to a teenage daughter with moderate
asthma (P4a, student). Both were initially disengaged from air quality monitoring, but
became more aware over the course of their deployment. Interested in drawing health
correlations from visualizations.

P5
Public school administrator and severe asthmatic. Already aware of personal triggers,
P5 was eager to use his data to identify spike sources and understand room activity
levels.

P6
Public health employee and moderate asthmatic. Motivated to use data for
characterizing living spaces and improving his sense control over indoor air quality.
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understanding the challenges we experienced in pursuit of that goal. This shift ultimately

led us to identify the personal informatics analysis gap.

3.2.1 Stage 1: Field deployments

Our study began with a year-long field deployment of prototype indoor air quality

monitoring systems to six asthmatic families [3] (Figure 3.3). These families hosted their

air quality systems to measure and understand the air quality in and around their homes.

These systems worked by measuring and logging airborne particulate matter levels over

time, with additional support to interactively review and annotate these data using a real-

time interactive interface, text messaging, and a smart speaker. Chapter 4 provides more

information on this system and deployment outcomes, with work by Lundrigan et al. [79]

detailing the system’s technical development.

Our goal for this stage was to translate observations of how our study participants

interacted with their air quality system into design requirements for an improved visual

analysis tool. We conducted multiple rounds of semistructured interviews over several

months to collect feedback on what people knew about air quality (Phase I, Section 4.4.1.1);

their expectations on how they might use their system (Phase II, Section 4.4.1.2); and how

they engaged with the system after having lived with it for several weeks (Phase III,

Figure 3.3. Participants’ air quality sensing system. From left to right, participants received
an interactive interface for viewing their air quality data, a smart speaker for making
annotations on their data, three wireless air quality monitors for detecting air quality in
and around their home, and a Raspberry Pi gateway computer to collect and transfer data
to a centralized server. More detailed information on this deployment can be found in
Chapter 4.
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Section 4.4.1.3). These interviews succeeded in capturing insights on how participants

used their air quality systems (Section 4.5), but not what they wanted to do with the data

their systems collected. Without knowing participants’ underlying goals or motivations,

we were unable to design an improved visual analysis tool for answering the kinds of

questions that participants’ existing air quality interface could not address.

In response, we conducted a creative visualization opportunities workshop [80] to

capture these needs. These workshops are used in visualization research as a way to

quickly identify potential design requirements for solving visual analytic challenges. Col-

lecting feedback on what participants wanted to know, see, or do with their air quality

data, however, revealed a broad range of high-level goals and motivations. Results from

qualitatively analyzing participants’ deployments (Appendix A) and workshop feedback

(Appendix B) highlighted their diverse and personal goals, which included such questions

as: “What type of vacuum cleaner should I buy?”, “What’s the air quality like when other

people are sick?”, and “Should we move?”.

Although our analyses helped us identify specific questions that participants imagined

using their data to help answer, it was less clear how they might go about finding so-

lutions to these questions. Throughout this process, deeper questions began to emerge:

What might our participants think to do with their data, and how would they think to

operationalize these questions on their own, if they even could? Designing an improved

visual analysis tool meant finding a way to understand what our participants knew to do

with their data, and productive ways of engaging them to gathering this information. We

needed a new approach.

3.2.2 Stage 2: Data engagement interviews

Whereas stage 1 focused on observing what participants did for the purposes of de-

veloping an improved interface, stage 2 is characterized by our shift toward investigating

what participants knew, and how they might approach operationalizing their questions.

We found ourselves in a double-bind, however, needing some kind of visual analytics

tool to support us in observing how participants might engage with their data, while also

needing to observe how participants engaged with their data to develop such a tool.
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We looked to visualization and human-computer interaction literature for guidance

on engaging people with their personal data to collect design requirements, and whether

any such methods existed for using personal data in the process of developing visual

analysis systems. We found no methods, however, for conducting this type of study

with nonprofessional collaborators. This lack of existing guidance led us to develop our

own method, the data engagement interview [4]. This interview method emerged as as

an alternative to other analytic-minded interview techniques with two major changes:

1) it is specifically designed for people who are not domain experts; and 2) we incorpo-

rate an actual data analyst to conduct real-time visual analysis using participants’ data

within the interview process. The analyst removes any cognitive burdens on the interview

participants from having to wrangle or program their data on their own, so they can

more freely converse with the interviewers about their goals, motivations, questions, and

thoughts. We conducted these interviews with the same study participants from our earlier

field deployments, and incorporated their self-annotated air quality data in the interview

process. Chapter 5 provides more information on the development and outcomes of partic-

ipants’ data engagement interviews . In short, this method was very successful at getting

participants into and exploring their data, and allowed us to collect more ecologically valid

observations on how they went about using personal data for answering their questions.

This approach allowed us to gain insights that would not have been possible without

directly engaging people with their data.

At the same time, we began wondering why we needed a new method to gather design

requirements in the first place. Our growing awareness of the disconnect between what

we needed and what existed in literature took shape as we analyzed our participants’ data

engagement interviews for an initial journal submission (Appendix C). This submission

captures our goal-oriented design mindset for developing our improved analysis tool

at that time, and includes our earliest conceptions of the personal informatics analysis

gap. We identify the gap, however, purely through a tool-centric lens, defining it as the

space between analytic systems that support answering a broad set of questions, and

those that support people operationalizing questions into lower level analysis tasks. This

goal-oriented analytic framing informed our entire submission, which also included a

taxonomy of participants’ questions for defining a preliminary task space for analyzing
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personal indoor air quality, and a proposed data model for how designers might support

analytic workflows in this space. We also included an initial write up of our interview

method, at this point named the task elicitation interview, further emphasizing our analytic

and goal-oriented focus for developing a visual analysis tool.

In hindsight, we were too quick to overload our submission with underdeveloped

concepts. Our reviewers felt similarly, and rejected our submission with feedback that

its contributions were simultaneously overwhelming, unvalidated, and insufficient given

its broad scope and framing. Reviewers remarked that our submission contained multiple

papers’ worth of content, and instead recommended we further develop these ideas as

separate future submissions. This rejection and feedback helped us to shift our research

focus toward more deeply exploring the reasons for creating the data engagement inter-

view method [4], and to further articulate the nature and origins of the personal informat-

ics analysis gap [1] as separate papers. This decision was a critical inflection point on our

journey to identify the personal informatics analysis gap, and motivated our switch away

from developing a visual analysis tool, toward investigating the source of these challenges.

3.2.3 Stage 3: The personal informatics analysis gap

Having abandoned our tool-centric design focus, stage 3 reflects our complete shift

toward examining the source of the challenges that impacted our previous design attempts

as the primary research goal. This stage unfolded over a 3-month period during which we

revisited our participants’ data engagement interviews from stage 2 to conduct a more

thorough analysis of our interview transcripts. This analysis allowed us to formalize

our interview framework (Section 5.4), explore how it unfolded in practice through a

case study working with personal air quality data (Section 5.5), and identify the unique

outcomes made possible by this method when engaging participants directly with their

data (Section 5.6). This process also brought about the results we present in Chapter

6 on the personal informatics analysis gap, about how our participants engaged with

their data (Section 6.1).

At the same time, we revisited our literature review with a deeper look into three

fields that could help us understand why we needed a new method for engaging our

participants, and where our difficulties with eliciting design requirements might come
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from (Chapter 2). We targeted personal informatics, a field focusing on tools to help people

collect and reflect on personally relevant data for gaining self insights; visual analytics, and

its history of developing flexible analysis tools for domain experts typically working with

large and complex datasets in professional contexts; and a collection of fields we call every-

day visual analysis, which includes research focused on engaging and empowering people

using visualizations, and performing visual sensemaking outside of professional contexts.

Our deeper literature review helped us identify that each field has focused on helping

people to engage with data under specific circumstances and contexts, yet no one field had

prioritized supporting people to flexibly analyze personal data (Section 2.4). This discov-

ery explained the necessity for creating the data engagement interview method, and spoke

to a broader lack of focus at the community-level on supporting flexible personal data anal-

ysis. These events led to us defining the personal informatics analysis gap as a lack of focused

research and design of systems that allow people to flexibly analyze their own data.

Realizing this gap — both through the literature and in our own experiences — moti-

vated us to consider visualization design through a different lens. This perspective high-

lighted how the established methods we had relied upon were developed for domain

experts, whose experiences and priorities did not reflect the circumstances of our own

participants, and whose workflows conflicted with how we observed our participants

engaging with their data (Section 6.1). This insight prompted a drastic rewrite of our

earlier journal submission as two separate papers: a rigorous identification and definition

of the personal informatics analysis gap [1], and a formalization of our data engagement

interview method as a first step toward exploring this gap [4].

Revisiting our targeted literature review and participants’ interview data also provided

new insights into how we, as visualization design researchers, might design future visual

analysis systems for engaging with personal data. We recommend alternative design goals

that prioritize entry points into personal data, treat play as a first-class design criteria, and

place more focus on designing collaborative analysis systems. Our core contribution and

critical outcome of this dissertation is a call to action for rethinking how and what we

design for engaging with personal data in the face of the personal informatics analysis

gap . The following chapters provide more detail on how this longitudinal study began

(Chapter 4), how we developed and conducted data engagement interviews with our
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study participants (Chapter 5), outcomes from using this interview method for exploring

the personal informatics analysis gap (Chapter 6), and our recommendations for designing

with the gap in mind (Section 6.2).



CHAPTER 4

MANAGING IN-HOME ENVIRONMENTS

THROUGH SENSING, ANNOTATING,

AND VISUALIZING AIR

QUALITY DATA

This chapter describes the start of our longitudinal study, with a long-term field de-

ployment of air quality sensing systems to six asthmatic families. These deployments were

designed to serve two purposes: first, to help our study participants to better understand

and manage their indoor air quality, and second, for us to observe how participants en-

gaged with their systems to inform follow-on opportunities for designing improved visual

analytics tools for working with air quality data. Our subsequent difficulties in designing

this improved tool, however, initiated a multiyear qualitative study on the challenges

visualization designers face when trying to develop visual analysis systems for personal

data. This chapter is formative to this dissertation as the starting point to a deeper investi-

gation into the difficulties of conducting visualization design research outside the bounds

of professional environments.

We report how participants engaged with their deployed systems by analyzing system

usage data and over 20 hours of interview audio from three rounds of semi-structured

user interviews. This analysis provides design takeaways for other tool builders in this

space. A secondary contribution of this study is the insight on ways tool builders can

encourage and maintain high levels of self-tracking over a long-term deployment through

supporting data annotation, using system-initiated notifications on mobile devices, and

supporting users to interactively explore their data.
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4.1 Introduction
The World Health Organization estimates approximately 3 million people die annually

as a result of ambient air pollution [81]. Exposure to fine-particulate matter (PM2.5) –

particles with diameters smaller than 2.5 microns – has the greatest adverse health ef-

fects among air pollutants, linked with an increased incidence of cardiac arrhythmia, lung

cancer, heart disease, and mortality [82]–[86]. Levels of PM2.5 in urban areas are measured

largely by a sparse distribution of expensive, government-run sensors that fail to capture

known microenvironments of PM2.5 [87]–[89]. Recent advances in sensor technology, how-

ever, have enabled motivated citizens, grass-roots organizations, and researchers to bring

new, low-cost, real-time sensors online to address measurement gaps [11], [90]–[92]. These

advances in sensor technology have also helped to improve our understanding of outdoor

air quality conditions and pollution sources [93]–[96].

Although outdoor air quality is a growing concern for urban areas around the world,

studies find poor correlations between outdoor PM2.5 levels and personal exposure mea-

surements due to the large percentage of time that people spend inside [97]. For example,

most Americans are estimated to spend upwards of 90% of their time indoors, with about

70% of their day spent at home [98]. To empower residents to understand and modify

their personal, indoor environments, recent studies deploy low-cost air quality monitors

coupled with visualizations of the sensor data streams inside homes. Kim et al. developed

their inAir system to help visualize and communicate indoor air quality levels to residents

[11]–[13], Fang et al. developed AirSense to detect and classify indoor airborne pollutant

sources [14], and the MAQS system developed by Jiang et al. [99] fielded a wearable sensor

to track personalized exposure to indoor air quality pollutants. This work demonstrates

the value of air quality monitors in residential environments, and participants in these

studies reported being more aware of the air quality in their homes and more engaged in

its management.

These same indoor studies, however, identify important deployment limitations. Stud-

ies deploying only one monitor per home [11]–[14], [99] cannot identify indoor and out-

door microenvironments, which requires multiple monitors in order to reliably detect and

characterize PM2.5 variability [100],[101]. Indoor and outdoor monitor placements are also

needed to understand the effect of outdoor conditions on indoor air quality [102]–[105].
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Furthermore, interpreting sensor data is often challenging without additional context [20],

and user-driven labeling of air quality events is additionally complicated by air quality’s

invisibility. PM2.5 levels are often not immediately or inherently apparent to residents in

the moment, increasing the likelihood of forgetfulness when revisiting data to annotate

after the fact [106]. These issues limit the ability of residents to effectively characterize and

improve the air quality of their homes.

The goal of this field deployment is to capture the added value for residents when they

have access to an air quality monitoring system that collects data from multiple monitors,

supports proactive and in situ data annotation, and presents real-time air quality data

and annotations in a interactive visualization. To accomplish this, we developed MAAV,

a system to Measure Air quality, Annotate data streams, and Visualize real-time PM2.5

levels. MAAV includes multiple air quality monitors placed both inside and outside a

home to capture PM2.5 microenvironments; three different annotation modalities to enable

residents to contextualize data streams, including a system-initiated prompt; and a tablet-

based interactive visualization for exploring measured PM2.5 levels and annotations.

We deployed MAAV to six families over a period of 20-47 weeks (mean 37.7 weeks).

Over this time, we conducted 34 interviews with participant families to understand their

experience with MAAV. Results extracted from the interviews using qualitative analysis

show that: 1) MAAV’s multiple monitors enabled residents to observe variations in PM2.5

activity throughout the home; 2) the availability of multiple annotation modalities led par-

ticipants to generate many annotations throughout the deployment, sustaining long-term

engagement; 3) the interactive visualization and annotations and supported participants

to explore and draw insights from their data; and 4) participants remained engaged with

MAAV over a long period of time, although with different patterns of engagement initially

versus later in the study. These results yield insights about new types of nontemporal

comparisons, the value of system-initiated annotation prompts, and the potential for a

system interface that changes over time.

4.2 Related work
A significant amount of work explores the technical aspects of air quality sensing from

various perspectives and application areas. For commercial contexts, Jin et al. [107], Jablon-
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ski et al. [108], and Chen et al. [91] study ways to monitor heating, ventilating, and air

conditioning control. Work by Postolache et al. [109], Cheng et al. [91], Jiang et al. [99],

and Kim et al. [110] contribute to system infrastructure and platform development, with

Nikzad et al. [111] and Jiang et al. [99] focusing on personal exposure monitoring. Saad

et al. [112] and Fang et al. [14] on source detection and classification. These studies, and

others by Hasenfraztz et al. [94] and Huang et al. [113], primarily focus on a prototype’s

technical contributions or proof-of-concept systems architecture. Early work by Postolache

et al. [109] proposes a multimonitor air quality sensing system, with significant work on

modeling, calibrating, and processing sensor data to ensure an accurate system. Jiang

et al.’s MAQS system presents CO2 exchange rate and n-gram augmented Bayesian room

localization models to estimate indoor air quality and personal exposure, respectively [99].

Both projects develop purpose-built systems for addressing research questions, but they

do not explore the needs or questions of the end-users.

The increasing availability of low-cost, commercially available PM2.5 sensors enables

recent work to focus on human-centered aspects of air quality sensing in the home. Early

work by Kim et al. [11]–[13] deploy the inAir system to support residents in understanding

and managing potential air quality health threats. Using a single PM2.5 monitor and ambi-

ent display, inAir succeeds in increasing participants’ awareness of and reflection on indoor

air quality, with an improved ability to make connections between in-home activities and

air quality levels. Despite visualizing indoor air quality for the user, the system’s ambient

display does not support user-interactivity or direct data annotation, making it difficult for

residents to contextualize events and reason about their causality. inAir also elicits feelings

of powerlessness and frustration because residents cannot determine the sources of PM2.5

spikes in their homes [11]. Furthermore, single-monitor deployments prevent participants

from knowing the air quality within multiple indoor areas or the relationship between

indoor and outdoor air quality in their homes [12].

Subsequent work demonstrates the ability to automatically classify PM2.5 sources within

a small set of detection categories. Fang et al. [14] address the issue of PM2.5 source

classification and targeted feedback with the use of a machine learning model. Their

AirSense system is able to automatically detect and identify three sources of indoor pol-

lution: cooking, smoking, and spraying pesticide. Their system also estimates personal
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exposure and provides actionable suggestions to help people improve their air quality [14].

However, similar to inAir, this system also fields only a single monitor and does not

address issues related to source localization, outdoor air quality, air quality in other parts

of the home, or contextualization of collected data.

For those collecting and consuming air quality sensor data, their lack of context can

complicate its interpretation. Work by Tolmie et al. [20] identifies why annotation is impor-

tant by demonstrating the large amount of articulation work that goes into interpreting

raw sensor data. They conclude that “data generated through [a] networked sensing

system is opaque when considered in isolation.” These findings highlight the importance

of supporting annotation in sensing systems not just to improve sensemaking, but also to

reduce the amount of misplaced effort and resources related to incorrect data interpreta-

tion. Yet, no systems support this low-barrier creation, overlay, and review of annotation

to contextualize the data. We incorporate these findings into MAAV and support multiple

integrated annotation mechanisms to allow participants to label and contextualize their

indoor air quality data in situ as they are collected.

Very limited work has been done to explore the nature of participant engagement

with air quality sensing systems over longer term deployments. Kim et al. find partici-

pants’ degree of engagement remained constant in separate 4-week [12] and 4-month [13]

studies, although these results were based on self-report. Their broader work primarily

focuses on the quantifiable air quality improvements via participants’ behavior change –

not the evolution of their interactions with the system over time. Fang et al. similarly

find that hosting an air quality sensing system improves participants’ sense of awareness

and competence over 6- and 10-week deployments, but their study does not explore the

nature of participants’ engagement or use of the system beyond this period [14]. Our

field deployment captures shifts in participant engagement over long-term deployments

ranging between 20 - 47 weeks (average 37.7 weeks) relating to changes in curiosity, famil-

iarity, goals, and seasonality.

Our focus on end-users and data legibility is in line with a variety of research conducted

broadly in the space of eco-feedback, not just for air quality. For example, past work

discusses the importance of disaggregated measurements [114] to support a finer granularity

of resource usage akin to multimonitor deployments for measuring air quality in different
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parts of the home. Past work has also explored the importance of technology probes and

display designs in the area of water conservation [115], specifically emphasizing views

that support different levels of data and time granularity. This same work prioritizes

data comparison for highlighting relative differences and deemphasizing absolute values

and units. MAAV similarly supports participants to make relative comparisons between

monitors and over different granularities of time. Finally, research shows that systems

providing clear, specific, and frequent feedback via computerized and interactive tools

successfully evoke lasting engagement [116]. Each of these pieces – interactivity, annota-

tion, comparative views, and active feedback – come together in MAAV.

Building on this breadth of work, we deploy a flexible and open-ended technology

probe utilizing multiple wireless PM2.5 monitors, a host of annotation mechanisms, and an

interactive tablet interface to identify participants’ goals and use cases of such a system in

the home. This study complements the previous inAir [11]–[13] and AirSense [14] systems

by exploring the ways participants use a multimonitor annotation-enabled system, the

questions they develop, and how these interaction mechanisms change over time. To the

best of our knowledge, this is the first study combining these system features, and the

longest running indoor air quality study with persistent deployments.

4.3 MAAV: A multimonitor air quality sensing
and feedback system

Drawing insights from past work, we developed a system to Measure Air quality,

Annotate data streams, and Visualize real-time PM2.5 levels, which we call MAAV. MAAV

consists of multiple low-cost air quality monitors, a gateway device to upload air quality

sensor data to our back end server, mechanisms for users to annotate collected sensor data,

and a tablet-based visualization that shows collected sensor data and annotations (Fig-

ure 4.1). This project is part of a larger multi-institutional effort to develop epidemiological

tools for conducting research on the relationship between air quality and asthma [2]. The

following subsections detail each of MAAV’s components.
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Figure 4.1. Elements of a MAAV deployment. From left to right: a wireless Dylos air
quality monitor, tablet display, Google Home and Raspberry Pi gateway computer (front).
Wireless connectivity allows distributed instrumentation throughout participants’ homes.
Each deployment received three air quality monitors but is capable of instrumenting many
more.

4.3.1 Low-cost monitors and gateway computer

MAAV brings together air quality data from multiple PM2.5 monitors. We use Dylos

air quality monitors1 for their sensitivity at low PM2.5 levels and ability to detect the full

range of various household spikes (Figure 4.2). These detectors operate via optical light

scattering: ambient air is drawn in through the device and across a laser, where an optical

sensor measures the amount of light scattered by suspended particles in the airflow. This

detected level is output as a PM2.5 count, averaged over a 60-second window, and logged

each minute.

To integrate the stock air quality monitors within MAAV, we modified each with a

BeagleBone Black embedded computer2 for data formatting and wireless network con-

nectivity. We also installed an improved RGB LCD for communicating system status

and measurements to participants and technicians. Once running, the monitors log their

1Dylos DC1100 Pro - http://www.dylosproducts.com/dcproairqumo.html

2https://beagleboard.org/black
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Figure 4.2. A PM2.5 cooking spike in the kitchen of Deployment 3. Note its diffusion and
registration in the downstairs monitor a short time after. Both rooms return to baseline
levels after approximately 2 hours.

measurements to internal memory and transmit them to a Raspberry Pi running Home

Assistant3, which acts as the local gateway computer.

Dylos monitors come precalibrated from the factory and have been found to closely

track laboratory-grade air quality instruments [117]. We validated this finding with a

week-long pilot study involving 10 Dylos monitors colocated with several calibrated, labo-

ratory - grade air quality monitors4,5,6 in a researcher’s home. All monitors were subjected

to a host of domestic activities: lighting and extinguishing candles, vacuuming, changing

bed sheets, and doing laundry. The results of these tests verify the monitors’ measurement

accuracy against calibrated air quality monitoring hardware [118]. During the study, a

trained research assistant periodically cleaned participants’ air quality monitors follow-

3https://www.home-assistant.io/

4GRIMM 11-B: https://www.grimm-aerosol.com/

5Dustrack: http://www.tsi.com/DUSTTRAK-DRX-Aerosol-Monitor-8533/

6minivol: http://www.airmetrics.com/products/minivol/index.html
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ing the manufacturer’s guidelines for maintaining the board-level air quality sensor but

did not recalibrate. To ensure Dylos monitors remained within a satisfactory operational

envelope throughout their deployment, we logged a variety of diagnostic and monitor

health data, including case temperature, fan speed, and network statistics. Although the

potential for sensor drift exists, any such long-term changes were overshadowed by PM2.5

spike dynamics and other events examined in this work. Furthermore, the qualitative

and human-centered approach of this study minimizes the need for quantitative metrics,

instead focusing on the impact of significant air quality changes in the home.

All air quality measurements and participant annotations recorded with this system

are saved on a HIPAA-compliant server. Back-end services further monitor, analyze, and

alert participants based on their indoor air quality. More information on data aggregation

and processing can be found in Lundrigan et al. [79], and our Dylos testing procedures are

outlined in Hegde et al. [118].

4.3.2 Contextualizing air quality
monitor data with annotation

Past work on data legibility has shown that “personal data generated through net-

worked sensing systems are opaque when considered in isolation . . . [and] that fine grain

understandings of interaction cannot be ‘read off’ the data alone.” [20]. In the context of

indoor air quality systems, Kim and Paulos [12] report that a lack of contextual awareness

can produce feelings of frustration and powerlessness in end-users and, ultimately, dis-

trust in the system in severe cases. Annotation is therefore essential not only to improve

data legibility but also to empower users and help legitimize deployed systems. Finally,

the act of annotating can encourage users to reflect [119] on the connection between their

daily activities and their indoor PM2.5 levels.

The open-ended nature of daily activities that can affect air quality requires manual,

user-provided annotation. Manual annotation, however, can introduce a major burden

for users. In an attempt to increase the convenience and reduce the burden of manually

annotating, MAAV supports multiple annotation modalities: a tablet-based mechanism

incorporated into the visualization interface; a text messaging prompt based on automatic

detection of PM2.5 spikes; and voice transcription via a smart speaker. We also offered

participants the ability to manually record their activities in Google Sheets as was done in
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previous studies [14], but all participants declined. Annotations are stored in their own

database, along with annotation modality origin, logs of PM2.5 spike activity, deployment

spike notifications, and all relevant timestamps. Each annotation modality offers different

trade-offs to support different situations where users may want to annotate their data.

4.3.2.1 Tablet

Users can record tablet annotations with a long-press at the desired location within the

interface’s main view area (Section 4.3.3). A pop-up window displays the selected date

and time, along with a textbox for typing the annotation. When submitted, descriptions

appear as interactive glyphs on the visualization.

Tablet annotation is effective in situations where users want to annotate an event when

reviewing their air quality data in the tablet interface. This modality is not always conve-

nient, however, such as when the tablet is not close at hand.

4.3.2.2 Text messaging

MAAV incorporates text messaging7 to prompt users for an annotation when a PM2.5

spike occurs. An online peak detection algorithm [120] evaluates incoming PM2.5 measure-

ments, and those surpassing independent rolling average and standard deviation thresh-

olds are written to the database and generate a text message to the participant, including

the spike’s location and time: “We detected a PM spike in the bedroom at 10:56 AM. Any

idea what caused it?”. Users’ replies are logged as annotations and associated with the

time the PM2.5 spike was detected. Participants can also text the same phone number to

record an unprompted annotation. Text prompts are disabled during participant-specified

quiet hours or within a defined proximity to other detected peaks. For example, if a

participant requests quiet hours from 9:00 PM - 9:00 AM, then MAAV will not send text

notifications for PM2.5 spikes within this time range. Similarly, participants requesting

no more than three notifications per hour will have messages rate-limited to a 20-minute

wait time. The system uses detection time to determine whether to actively prompt a

participant to annotate.

7http://www.twilio.com
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Text messages are an obvious choice for delivering a prompt to annotate air quality

data. Daily activities that may have caused PM2.5 to spike can be easily forgotten. The

immediacy of receiving a text message and the convenience of responding to that message

with a few short words offer users a high-value, low-burden solution. Prompts can be

responded to in the moment or at a later, more convenient time. On the other hand, it

can be useful to view PM2.5 data while annotating, which is not easily supported by text

messages. Additionally, past work has shown that people do not necessarily have their

phones close at hand while at home [121].

4.3.2.3 Voice annotation

As a complement to tablet and text modalities, MAAV also supports voice annotation.

MAAV leverages Google Cloud’s Dialogflow8 to support users in dictating their anno-

tations with a custom command: “OK, Google . . . Tell MAAV [annotation text].” Their

annotation text is then transcribed and logged to the database.

Voice annotations are especially useful when users are unable to type – such as when

preparing dinner or cleaning their home. Participants can dictate their annotations in these

conditions, either in response to a text notification or as stand-alone annotations. Similar

to tablet annotations, physical proximity is also necessary to engage with this modality,

which can limit its utility and use-cases. Also, similar to text message annotation, it is not

possible to review PM2.5 data when providing voice annotations.

4.3.3 Tablet visualization

MAAV uses an interactive tablet interface to allow users to engage with their PM2.5

data and annotations (Figure 4.3). We designed the interface to default to a glanceable,

always-on visualization that shows the most recent 24 hours of data in a line chart (Fig-

ure 4.3b). The visualization is also interactive and designed to support users in reviewing,

exploring, and annotating the data. Participants can change the main view (Figure 4.3b)

by:

• zooming in or out on the data at predefined intervals by tapping a button on the

left (Figure 4.3d)

8https://cloud.google.com/dialogflow
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Figure 4.3. The tablet visualization interface. This image shows a number of indoor
(blue) and outdoor (orange) spikes in the main view related to PM2.5 measurements over
a 24-hour time span. The annotation pane shows that the earliest and largest spike is
annotated with the participant message: “Started electric wood smoker.” These annota-
tions lend context and legibility to the air quality dynamics shown on the interface. The
timeline view shows that this is one of many such contextualizing annotations provided
by the participant over their deployment.

• scrubbing across the top timeline view to look at data from the previous 30 days

(Figure 4.3a)

• toggling the line for a monitor on or off by tapping that monitor’s name in the

legend (Figure 4.3c)

The visualization also shows annotations the user has provided for the data, repre-

sented by pink triangles underneath the main view (Figure 4.3e). The user can tap on a

triangle to view the text of that annotation. The timeline view (Figure 4.3a) also shows pink

asterisks at the top where there are annotations. As described in Section 4.3.2.1, the user

can also long-press on the main view to provide a new annotation. Figure 4.3 illustrates

the visualization’s interactive components.

This interface was implemented on an Amazon Fire HD8 tablet for its low cost and

customizability [122], using JavaScript and D3.js [48], and run in a kiosk browser9 to pro-

9https://www.fully-kiosk.com/
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vide a fixed, full-screen environment. We also incorporated Google Analytics to capture

participants’ interactions with the interface throughout their deployments.

4.4 Field deployments
Prior work shows that single-monitor indoor air quality systems with basic visualiza-

tion capabilities improve participants’ air quality awareness and increase their engage-

ment [11]–[13]. Building on this, we sought to better understand how users would engage

with MAAV’s interactive visualization and rich annotation capabilities to support them

in characterizing their home spaces. We deployed MAAV to six asthmatic families for a

longitudinal study and conducted a series of interviews along the way to understand their

experience hosting and interacting with this system. We label these individual household

deployments D1 — D6 in accordance with study participants P1 — P6, introduced in

Section 3.1, illustrated in Figure 3.2, and summarized in Table 3.1. By recruiting entire

households, our goal was to observe ways the entire family’s engagement in and aware-

ness of their indoor air quality might change during the deployments. We staggered these

deployments across Summer 2017 into Winter 2018 as participants were available and able

to host MAAV.

4.4.1 Phased deployments

Participants received MAAV in a phased roll out to habituate them to hosting the sys-

tem (Figure 4.4). These phases are delineated by participants’ interaction with MAAV over

the deployment: Phase I - passive deployment with no interaction (6-13 weeks), Phase II -

active deployment with high interaction (2-6 weeks), and Phase III - long-term deploy-

ment with routine interaction (4 - 38 weeks), for a total operational time of 20-47 weeks

(mean 37.7 weeks , Table 4.1). Each of the three phases began with user interviews to

understand participants’ air quality awareness (Phase I, predeployment interview), expec-

tations for MAAV (Phase II, deployment interview), and experience with MAAV (Phase III,

postdeployment interview). Although we encouraged all family members to participate,

the majority of deployment families seemed disengaged and did not participate. These

interviews consequently focused on the primary participants (Section 3.1). To better un-

derstand the (lack of) motivation for the remaining family members, we conducted a
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Figure 4.4. The MAAV deployment timeline. Each phase corresponds to participants’ level
of interaction with the system: Phase I - no data provided (passive), Phase II - interactive
feedback (active), Phase III - routine interaction (long-term deployment)

Table 4.1. Field deployment and interview lengths for individual households. Top:
deployment D1—D6 durations by phase number, in weeks. Bottom: number and length of
participant interviews for each deployment. Counts include predeployment, deployment,
and postdeployment interviews with the primary participant, plus separate engagement
interviews for both the primary and nonprimary participant(s), netting five interview
sessions per deployment. Deployments D3 and D5 had an additional two interviews each
from separate nonprimary engagement interviews with their teenage children.

Deployment Duration D1 D2 D3 D4 D5 D6 Avg.

Phase I 6.3 7.3 7.1 9.7 12.7 5.9 8.2
Phase II 3.0 4.1 2.0 2.6 4.1 6.3 3.7
Phase III 37.9 35.7 34.9 34.7 4.0 7.9 25.9

Total Length (weeks) 47.1 47.1 44.0 47.0 20.9 20.0 37.7

Participant Interviews Total

Number 5 5 7 5 7 5 34
Total Length (mins.) 139 192 160 245 230 258 1224

fourth round of engagement interviews. Here, we separately interviewed each parent per

deployment, along with two additional interviews each with children from deployments

D3 and D5. In all, we conducted 34 interviews with over 20 hours of interview audio

(Table 4.1). All interview guides are available in Appendix A.

4.4.1.1 Phase I - Passive deployment (no interaction)

Phase I began with installing air quality monitors in participants’ homes to habit-

uate them to hosting the hardware. Each household received three air quality moni-

tors and a small gateway computer for gathering, formatting, and packaging air qual-

ity measurements.
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A trained research assistant placed the monitors following the parent study’s estab-

lished protocol to capture the majority of possible indoor activity: 1 outside, 1 in a common

living space (kitchen or living room), and 1 in the asthmatic’s bedroom. She placed indoor

monitors between tabletop and head height to measure air quality within the breathing

zone, approximately 30 - 60 inches, and away from vents, obstructions, or other envi-

ronmental obstacles for accurate measurements. Outdoor monitors were mounted on the

home exterior by the front door at shoulder height. These monitors were additionally

placed inside a vented, non-temperature-controlled enclosure to permit sufficient airflow

while keeping precipitation out. Outdoor monitors gave participants insights into the air

quality around their home as well as providing a comparative data stream when under-

standing and assessing indoor air quality.

Once instrumented, we began collecting deployment-specific baseline data for use in

the deployment interview. We disabled the monitor’s on-board LCD display to not in-

fluence participants during this initial phase. Next we conducted the predeployment

interview, with questions relating to the participants’ awareness, understanding, and per-

ception of air quality, both indoors and outdoors.

Phase I lasted 6-13 weeks (mean 8.2 weeks) and ended when we deployed the visu-

alization and annotation modalities during the deployment interview. This deployment

interview included an in-home demonstration of MAAV’s interface, interactivity methods,

and various annotation options. Participants saw the month of data that had been collected

for the first time during the demonstration, which motivated a personalized explanation

of their indoor air quality and exploration of the interactive tablet interface.

We also conducted a separate data literacy exercise to gauge participants’ ability to

interpret time series information. Each participant understood the data abstraction, and

none had any difficulty using the tablet interface to answer questions about the data.

We conducted the interview in tandem with the system demonstration in order to

capture the participants’ reaction to seeing their data for the first time, along with their

expectations of how they would use MAAV. When demonstrating the annotation modal-

ities, we stressed that data annotation was completely optional and not a requirement for

participating in the study. The Google Home and text message annotation modalities were

also an optional deployment item; however, all participants elected to receive both modal-
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ities. We also purposefully did not provide any information on ways participants could

improve their air quality to increase the likelihood that changes observed in subsequent

interviews could be attributed to their use of the system.

4.4.1.2 Phase II - Active deployment (high interaction)

Phase II began after the deployment interview when participants were able to anno-

tate and explore their air quality data. Phase II ran for a period of 2 - 6.3 weeks (aver-

age = 3.7 weeks), subject to participants’ availability. During this phase, participants were

free to use and interact with MAAV at their convenience. This deployment phase ended

when we returned to conduct our postdeployment interview.

During the postdeployment interview, we focused on how participants used the system

and on any insights or outcomes as a result of exploring their air quality data and making

annotations. We asked additional questions for comparison against previous expectations

relating to indoor air quality variability, system sensitivity, air quality awareness and en-

gagement, and overall reflection on system utility. At the end of this interview, we gave

each participant the option to return some or all of MAAV. All participants but P4 opted

to keep their deployment hardware. Participant P4 chose to return their Google Home.

4.4.1.3 Phase III - Long-term deployment

Phase III began after the postdeployment interview, with the goal of leaving MAAV in

place to capture the evolution of the participants’ opinions and interactions after several

months of familiarity. Phase III ran for a range of 4 - 38 weeks (average = 25.9 weeks). We

conducted a follow-up engagement interview 4 - 35 weeks (average = 23.3 weeks) after the

participants’ postdeployment interview to investigate whether or not they were still using

MAAV and how their use had evolved since they first received it. We also questioned the

remaining nonprimary participants to gain insights into their perceptions of the system,

its relevance to them, and mechanisms for their disengagement.

4.4.2 Qualitative data analysis

We transcribed and analyzed all interviews via case study analysis [123] and thematic

analysis [124] to distill themes across the entire data set. This joint approach allowed

us to identify and analyze within-interview-round themes between individual deploy-
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ment phases using thematic analysis, and within-participant themes across all deployment

phases using case study analysis.

We conducted the first round of qualitative analysis with data from participants P1-P4

and proceeded through each deployment phase. One researcher open-coded initial in-

terviews to characterize participant replies, and two additional researchers then joined to

collaboratively refine these codes, developing a set of closed codes. The original researcher

then applied these closed codes to the remainder of the interviews in that phase and

repeated this process for each phase. We met again at the end of coding each interview

phase to iterate on codes and group them into higher level themes.

After completing our analyses with P1-P4, we enrolled P5 and P6 to validate our initial

findings and verify thematic saturation. These additional participants received the same

system through the same phases with identical interviews. This second round of qualita-

tive analysis proceeded by coding P5 and P6 interviews using the closed codes identified in

the first round, but with an eye to identifying anything new. No new codes were found, but

the feedback and insights provided by these extra participants helped refine our findings.

All resulting themes from this analysis are available in Appendix A.

4.5 Findings
Results from deploying MAAV highlight the benefits of a flexible multimonitor deploy-

ment and the diversity of tasks and questions it enabled participants to address. Findings

in this section are deeply rooted in the particular context of each deployment and partic-

ipant characterizations (see Table 3.1). Understanding participants’ unique circumstances

helps with interpreting their feedback and perspectives throughout this section.

4.5.1 Multimonitor deployments enable comparisons
in and around the home

In addition to showing the benefits from deploying a single monitor [11]–[14], [99],

MAAV supported participants in making comparisons between monitors. With three mon-

itors, participants were able to observe and perform between-room and indoor/outdoor

comparisons. These comparisons led to insights into home characteristics from observ-

ing PM2.5 spike diffusivity (i.e., comparing two indoor monitors) and the ability to draw

comparisons between indoor and outdoor monitors (Figure 4.5). Some participants found
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Figure 4.5. Impact of July 4th fireworks on outdoor and indoor air quality. Indoor PM2.5
readings noticeably increase for deployments D1 and D2 whereas D3 shifts only slightly.
In each case, it takes several hours for PM2.5 readings to return to baseline levels. The read-
ings from the outdoor monitors are different between deployments as well, highlighting
the value of deploying monitors outdoors.

these comparisons so compelling that they asked if they could receive monitors for every

room in their home. Similarly, when asked about their opinions on the adequacy of 3

monitors versus 1, participants unanimously preferred the flexibility of seeing multiple

measurements at once.

P5: It was nice to see there are differences, like what’s going on in different
rooms. If there’s just one sensor for an entire house, it doesn’t really tell you
anything.

4.5.1.1 Between-room comparisons

When air quality changes within a home, it does not happen uniformly. Instead, it is

subject to characteristics of the home itself, such as air exchange rates and airflow between

rooms. During the deployment, participants used MAAV to reason about ways that the
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home itself might influence air quality. For example, P2 noticed differences in how PM2.5

spikes diffused from one room to another:

P2: It has surprised me to see that when [the living room] spikes, [the bedroom]
tends to spike too. But when [the bedroom] has any activity [the living room]
doesn’t necessarily. I don’t know if that’s just the way the air flows in the house,
or what.

Having multiple air quality monitors also enabled participants to detect air quality

spikes that would otherwise be missed had there only been a single monitor.

P1: I find it humorous that I can tell the days – when it’s a Wednesday, my
husband works from home and lights incense in the office downstairs, and
there’s a spike downstairs.

Likewise, P3 also drew connections between household activity and its impact on her

family’s indoor air quality.

P3: I was definitely looking at the kitchen a lot because I think things change
a lot more in the kitchen than the bedroom. Everything that happens in the
house, happens in the kitchen. So it was always interesting when I saw a
bedroom spike because . . . what did they do? Seems really strange.

These situations where air quality events occur in localized spaces demonstrate mi-

croenvironments within the home, a phenomenon that can be observed only when there

are at least two indoor monitors. Participants recognized these dynamics in their own

living spaces, making observations and building a more nuanced understanding of how

indoor air quality changes in the home.

P4a: It’s really interesting that we can compare [PM2.5 spikes in different rooms]
and see how some things that happen in different parts of the house can still
affect other parts . . . I think it’s interesting that if there’s big spikes outside, if
you open the door – just a little bit – it affects the inside of the house. And it
doesn’t affect it just while the door’s open, it kind of stays around for a while,
because it’s been let in. I think that’s pretty interesting.

P4a’s experience highlights the importance of multiple monitors. With MAAV, she

was able to reflect on the source of an indoor spike by relating it to the air quality outside,

something that would not have been apparent from a single-monitor deployment.

4.5.1.2 Indoor/outdoor comparisons

Past work indicates participants in single-monitor deployments have wanted to relate

their indoor and outdoor air quality [11], and the primary method for doing so has been to

pull data from third parties, such as local air quality agencies [13],[91],[125]. Unfortunately,
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these external sources are typically government-run sensors operating in fundamentally

different ways, and providing PM2.5 measurements at different time resolutions, spatial

scales, and measurement units. It is therefore difficult to directly compare these third

party measurements with a participant’s own monitor. Moreover, many local activities

(e.g., vehicular traffic, neighbors mowing their lawns, or barbecuing) do not show up at

the municipal level, but they can directly influence air quality around a home. For exam-

ple, Figure 4.5 shows very different outdoor readings across three different deployments

during 4th of July fireworks.

MAAV’s outdoor monitor lets participants directly compare indoor and outdoor mea-

surements. They reported they were glad to have access to this information, and, in some

cases, came to rely on these data in lieu of less representative public sources.

P6: I wanna see what’s happening with all three sensors. The outdoor is usually
the one that stands out. Historically, that’s where the higher [readings are].

Participants in this study all had some concerns about indoor air quality because some-

one in their home – either themselves or their child – had asthma. Before receiving MAAV,

their only options for managing indoor air quality were to react quickly when symptoms

manifest, guess about sources of poor air quality and manage them, or follow generalized

medical advice. One common guideline for asthmatics recommends to stay indoors and

keep windows closed, carrying the implicit assumption that the air quality indoors is

generally better than outdoors. Despite this recommendation, past work has found indoor

air quality can oftentimes be worse than outdoor [126].

Prior to receiving MAAV, participants had no way of verifying that indoor air quality

was actually better at a given moment and whether the best course of action was to keep

windows closed or air out their homes:

P2: Sometimes you feel that people are like, oh, you should stay in because the
[outdoor] air’s bad. But, is it really that much worse than what’s in my house?

After receiving MAAV, participants made use of the indoor and outdoor monitors to

track fluctuations and trends between the two environments. MAAV empowered partic-

ipants to evaluate the current situation by facilitating comparisons between indoor and

outdoor PM2.5 measures rather than depending on the generalized advice:

P3: I have learned to pay a lot more attention to the difference between the
air quality inside and the air quality outside. I think previously, I just kinda



42

assumed that the air quality inside was always really great, because our win-
dows are shut and our doors are shut and we don’t open our windows . . . and
that’s what I was told: just don’t open your windows and use air conditioning
and you’re good. But I realized that’s not really always the case. And that’s
been a big eye-opener for me.

Whereas P2 and P3 were relieved to find their indoor air quality was often better

than the outdoors, P4 was relieved to see that their outdoor air quality was oftentimes

just as good.

P4: We open the windows all the time if the weather is nice, and I haven’t
noticed many spikes. That surprised me that there weren’t that many.

P4’s observation allowed her to relax from strictly following the generalized advice

to always keep the windows closed. These findings indicate that having monitors both

inside and outside of the home empowered participants to make informed, personalized

decisions based on the unique environments in and around their homes. For many partic-

ipants, the most compelling aspect of this comparison was the peace of mind in knowing

that their indoor air quality was better than outdoors.

P3: I loved that it showed that the inside didn’t get really bad. That’s one thing
I was looking for – how was the outdoor air quality affecting indoor air quality.

P6: The [greatest] value is knowing, “Hey, we’re better than outside . . . the
air’s better in here, guys”, and checking that every day and having that reas-
surance. I don’t know if I expected that that would be my best value, or my
most favorite value.

Section 5.1 takeaway: Participants made use of multiple monitors in their deployment to

make comparisons between monitors, which supported new insights into the environment in and

around their homes.

4.5.2 Annotation improves user-experience, engagement

The ability to annotate in MAAV enabled participants to reflect and reason about the

ways their behaviors impacted indoor air quality. Figure 4.6 illustrates participants’ var-

ious use patterns and annotation modality preferences along with the evolution of those

behaviors longitudinally over the deployments. All participants noted that annotation was

essential for helping them recall past events, make connections, and find patterns.

P2: I’m really glad those annotations are in there. It makes it easier to under-
stand and put value on the data I’m seeing.



43

notifications

text annotation
tablet annotation
voice annotation

interface use

D1

notifications

text annotation
tablet annotation
voice annotation

interface use

D6

week: 6.3 week: 13.12018-01-22
2018-05-01

Ph. III E. I.

notifications

text annotation
tablet annotation
voice annotation

interface use

D2

at least 1 text
annotation on that day

week: 3.02017-07-19 week: 36.0 2018-05-01

notifications

text annotation
tablet annotation
voice annotation

interface use

D3

week: 35.4week: 4.12017-07-26
2018-05-01

notifications

text annotation
tablet annotation
voice annotation

interface use

D4

week: 32.3week: 2.02017-08-16
2018-05-01

week: 37.1week: 2.62017-08-13
2018-05-01

notifications

text annotation
tablet annotation
voice annotation

interface use

D5

week: 4.12018-03-05 week: 8.1
2018-05-01

Ph. III E. I.

Ph. III E. I.

Ph. III E. I.

Ph. III E. I.

Phase II Phase III Engagement Interview

Figure 4.6. Long-term system interaction over phases II and III for deployments D1 - D6.
This plot illustrates the daily distribution of system-initiated notifications (black), received
text annotations (light blue), tablet annotations (blue green), and voice annotations (blue),
along with participants’ interface interactions (light purple). Interaction patterns for D2,
D3, and D4 show varied cycles of engagement, and patterns for D3 and D6 exhibit re-en-
gagement with the system immediately after the engagement interview. D3 also shows
patterns of making voice annotations when experimentally determining spike sources. All
participants came to rely on test messaging for their primary annotation mechanism as the
study progressed. Additional deployment data is available in Appendix A.
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For P3, annotations were necessary for engaging with the data.

P3: I don’t think this [visualization] would do me much good without annota-
tions . . . You have to have the combination of [data and annotation]; otherwise
[the visualization] is kind of useless.

P4a used her annotations as a common means to get into and explore the data.

P4a: I look at annotations a lot. I like being able to see it. What I look at them
for, I pay attention for if there’s repeating things [patterns]. Today we played
with the dog, and last week we played with the dog, but the spike is bigger.

Tolmie and Crabtree [20] found that raw sensor data are difficult to interpret with-

out contextualizing annotations. By tightly integrating tablet, text, and voice annotation

modalities into our system, participants could contextualize their data with personally

meaningful annotations in whichever way suited their interaction preferences. Early ver-

sions of inAir [11], [12] provided a website for reviewing past data and logging activities

via a calendar interface, although this manual form of journaling was not overlaid on

the PM2.5 data. Despite the effort to contextualize raw sensor data, participants reported

feelings of powerlessness and frustration over a lack of context for the current data they

were shown [11]. By tightly integrating annotation methods and interactive visualization,

participants were able to use MAAV to alleviate this shortcoming and make annotations

available for review as they were captured.

Annotations were facilitated through user-initiated and system-initiated annotations. User-

initiated annotations relied on action from the user to engage, such as with the tablet in-

terface or voice annotation, whereas system-initiated annotations were directly generated

by MAAV to prompt participants for action.

4.5.2.1 User-initiated annotations: engaging
through tablet and voice

Participants recorded user-initiated annotations through the tablet interface and voice

modalities, often reviewing their data on the interface to explore the detected event, verify

their annotation, and explore previous activities captured by past annotations. The combi-

nation of increased engagement and improved data legibility led participants to reason on

the cause-effect relationships between their behaviors and the air quality in their homes.

During the deployment interview, P3 speculated about the potential for MAAV to

support self-experimentation:
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P3: It would be nice to see if there’s changes depending on when I have to
use our giant oven versus the little convection oven and what difference that
makes. I think I would definitely annotate those things as I start to make dinners.

Afterwards, P3 used MAAV to methodically test cooking behaviors and deduce sources

of cooking spikes (Figure 4.2). When we returned for the postdeployment interview, P3

shared her process for annotating her cooking activities to determine which decisions

influenced spikes – the combination of real-time sensing, longitudinal visualization, and

annotation across multiple monitors enabled her to perform classic A/B experimental

design and keep track of her test cases:

P3: If my theory is that it went really high that day because I used the stove
top and used something that made a lot of smoke, then the next time I’m
gonna do that, I’d start that and [annotate] “I’m doing this again,” and then
see what happened.

I figured out I get kitchen spikes when I cook with olive oil instead of avocado
oil . . . I don’t use olive oil any more. I haven’t had nearly as many kitchen
spikes since then. Kinda cool.

P3’s annotation led her to conclude that cooking with olive oil contributed to kitchen

spikes and that using avocado oil eliminated these spikes. This is another case where

participants performed comparisons and reached conclusions that would not have been

possible without the use of integrated annotation and visualization capabilities with the

sensing system. Of further note, P3 used voice annotations for self-experimentation, which

allowed her to continue cooking without taking the time to type an annotation.

4.5.2.2 System-initiated annotations: push notifications
engage participants and improve
awareness in real-time

One important feature for facilitating annotation in MAAV was the inclusion of system-

initiated notifications via text alerts. These alerts actively engaged the users, prompting

them to annotate the spike with a returned text message. Motivated by work on just in

time interventions [127], the prompt system notifies participants as spikes occur in order to

maximize the likelihood that they will be able to accurately annotate the data. Whereas

all participants used more than one annotation modality during their deployment, text

message annotation in response to notifications was the most common and consistent

mode across participants (Figure 4.6).



46

P2: The thing I found most helpful were the texts. I love that it’s “hey, we had a
spike” and I’m just like “this is what it is.” This is what I’m doing right now, or
in the last 10 minutes. That’s my favorite feature. I love being able to see how
much and what is causing spikes.

Beyond presenting an opportunity to contextualize air quality data, text alerts also

became proxies for other indicators. In postdeployment and engagement interviews, P4

and P4a talked about using MAAV’s sensitivity to infer others’ daily schedules, such as

leaving for work or getting home from school.

P4a: I’ll wake up to a text: “at this time in the morning there was a spike . . . ”
Oh, that’s when my parents went to work! Or when I get home from school,
the rooms will spike.

P4: I have noticed a small pattern . . . It’s a little more common to get spikes
around 3:30pm.

P4a: That’s when I come home, drop all my stuff, and get food. I actually dance
more until parents get home. I don’t dance when my parents are home.

4.5.2.3 Annotation modality influenced by review routine

Participants’ personal schedules, asthmatic sensitivities, and goals helped influence

the way they interacted with and annotated their air quality data (Table 3.1). Figure 4.6

and Table 4.2 show how participants used MAAV over time. P1’s outdoor sensitivities

motivated her to regularly check the tablet interface to keep informed of her immediate

outdoor air quality, which, combined with her habit of reviewing her indoor air quality

data at night, found her logging half of her annotations through the tablet interface over

phase II. P2 adopted a weekly interface review regimen, leading her to be more reliant on

text notifications to gauge indoor air quality. Therefore, P2 relied on the receipt of text

notifications to know when her air quality became worse. Consequently, she annotated

much more frequently using the texting modality. P3 engaged in self-experimentation to

understand the impact of alternative behaviors on her in-home air quality, causing her to

rely on voice annotation for annotating her self-experiments.

Deployment D4 was slightly unique from others in the study in that the primary par-

ticipant (P4) was considerably less engaged with MAAV than other primaries in their

deployments. This disengagement stemmed from two main factors. First, P4’s job outside

the home meant she was frequently away from the house when receiving text notifications.

Her solution to this was to text P4a to determine what was going on at home. Second,
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Table 4.2. Deployment annotations per modality over phases II and III. The annotation
column is the sum of all annotation modalities. Participant annotations include those made
in response to MAAV notifications as well as user-initiated annotations, exceeding 100%
compliance rates for many deployments. Appendix A contains more deployment data.

Phase I I − Compliance Phase I I I − Compliance

Text Tablet Voice Anno. Notif. (%) Text Tablet Voice Anno. Notif. (%)

D1 4 4 1 9 8 112.5% 47 9 0 56 110 50.9%
D2 16 5 3 24 18 133.3% 81 7 3 91 103 88.3%
D3 5 4 12 21 5 420.0% 81 8 20 109 98 111.2%
D4 7 5 2 14 14 100.0% 61 2 1 64 382 16.8%
D5 19 9 4 32 19 168.4% 8 11 0 19 7 271.4%
D6 31 1 1 33 36 91.7% 24 0 0 24 33 72.7%

the tablet interface was set up in P4a’s room, meaning P4 had comparatively less access

and opportunity to review the data than the primaries in the other deployments. De-

ployment D4 experienced an equal number of text and tablet annotations within phase

II, but as the deployment progressed, they came to rely on text messaging as the primary

mode of annotation.

Both P5 and P6 adopted an after-work routine to review their data and annotations out

of curiosity and were equally engaged with MAAV, primarily relying on text messaging

to maintain high compliance rates with system notifications.

Section 5.2 takeaway: Participants used different annotation modalities to annotate their

data in different situations that seem to be tied to the affordances of that modality, indicating that

the availability of multiple modalities led to more annotations.

4.5.3 The interactive tablet interface and annotations
enabled data exploration

To address prior findings that users wanted a larger snapshot of time when reviewing

their air quality information [12], the tablet interface provides a one-month backlog of data

to explore. Within phase II, all participants frequently engaged with their tablet interface

for reviewing and exploring their air quality data (Figure 4.6). Participants appreciated

the ability to scroll back to review their annotations and prior PM2.5 spikes, although most

primarily used the interface to explore the previous 1-2 days.

P2: I’m more interested in what is happening right now, the last couple of
hours, how it’s affected (or might affect) what’s going on today or tomorrow. I



48

liked the idea of being able to go back a month or more, at first. I’m just finding
I’m not using that.

P5: I was more just [looking at] current data, like the last day or two.

The ability to look back farther also motivated some to explore the full extent of their data.

P4a: I’d go back as far as it would let me. Most of the time I probably go 1-2
weeks back. Depends if I’ve looked at the spikes before . . . Most of the time I’ll
just look over the past week. Especially the day that I’m looking at it and the
day before, ‘cause those ones are the most . . . newer spikes that I haven’t seen
yet. Sometimes I’ll go back and “what was I doing.” Oh yeah, and I’ll add an
annotation.

Several participants reported not being interested in the value of the readings them-

selves and that seeing the relative dynamics was enough, echoing findings from design

in eco-feedback [115]. Instead, they primarily focused their attention on the presence and

distribution of spikes, along with their previous annotations.

P1: I’m definitely more of a visual [person], so seeing the spikes, to me, is
enough of an [indicator].

P4a: Most of the time I’ll just look at new spikes, but then I’ll look at the little bar
at top and “hey! there’s a whole bunch of [annotations] here. I don’t remember
what this was” and I’ll go back and look through it.

When reasoning about PM2.5 spikes, some participants expressed interest in discover-

ing and comparing patterns that MAAV’s visualization does not make salient.

P1: It would be kind of cool to see, “You’ve done these last 5 things cooking
dinner. Here’s how they overlap and compare.” That would be an interesting
thing.

This desire to view and compare groups of activities over time suggests that realizing

the value of a longer data history might require alternative visualization and processing

techniques beyond the pervasive time series view.

Section 5.3 takeaway: Participants used the tablet interface to review their annotations and

air quality data, drawing insights that would not have been possible without annotated data.

4.5.4 Participants maintained long-term engagement
but changed this use over time

Many facets of user engagement and system integration cannot be fully observed or

validated over a short-term deployment. For air quality, long-term effects of the changing

seasons can have a significant impact on the nature of data shown to participants and,
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Figure 4.7. Engagement chart for deployments D1 - D6. Boxes represent individual days
when a deployment received at least one notification from MAAV, indicating significant
air quality changes in the home. We focus on these days as we do not expect that
participants would necessarily interact with MAAV on days without notifications. Each
box is color-coded according to the deployment’s response to the notification on that day:
both viewing the interface and annotating (orange), only viewing the interface (purple),
only making an annotation (green), or not responding that day (gray). The sparsity of gray
boxes illustrates participants’ willingness to engage when we should expect it, serving
as a proxy for their continued engagement. Outside of D4, which received significantly
more notifications than other deployments, the remaining homes all had engagement rates
above 80% (Table 4.3).

correspondingly, can affect their sense of engagement. In this context, our long-term de-

ployment provides a rigorous probe into the notion of disengagement by avoiding short-

term effects or confounds. Figure 4.7 and Table 4.3 provide evidence for deployments’

continued involvement on the days where they received at least one text prompt, showing

an 80% or greater compliance rate for 5 of 6 deployments. We did not track days without

system notifications as these indicate days with few or no significant changes to indoor

air quality in participants’ homes. Consequently, we would not necessarily expect partic-

ipants to interact with the system under these circumstances. By focusing on notification

days, we can track the methods of participants’ responses, which serve as a reasonable

proxy for user engagement.

Although participants were primarily driven by curiosity to explore their data when

first receiving the interface, their motivations evolved as deployments wore on. Mecha-

nisms for this shift included an increase in familiarity with the data and a corresponding

lack of surprises, but also evolving goals and seasonal impacts, as well as participants

changing the questions they sought to answer.
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Table 4.3. Engagement data from Figure 4.7. ‘Notification Days’ lists the number of boxes
for each deployment and its corresponding percentage of deployment time. Participant
response is further binned by ’Days Ignored’ (gray boxes), and ’Days Engaged’ (nongray
boxes). The final column is the percentage of notification days receiving a deployment
response. Total engagement with MAAV was above 80% for 5 of 6 total deployments for
the entire study.

Phase II & III
Length (days)

Notification
Days

% Days
Notified

Days
Ignored

Days
Engaged

% Notification
Days Engaged

D1 265 78 29.4% 0 78 100.0%
D2 250 95 36.0% 15 80 84.2%
D3 244 81 33.2% 4 77 95.1%
D4 243 144 59.3% 70 74 51.4%
D5 28 18 64.3% 0 18 100.0%
D6 55 45 81.8% 2 43 95.6%

P2: I used it more in the winter when we have such bad air quality [. . . ] I’ve
not been using it as much [recently], but mostly because as the seasons have
changed we’re not having that terrible air anymore.

Participants also began to engage the data with more specific questions as their experi-

ences grew, which our technology probe was not well suited to answer.

P2: If it were to be something that I could have a more personalized overview
that I could take to my doctor, I would probably use it more and be more
interested in keeping track of a daily “how I’m feeling” [. . . ] To be able to
connect health with the data is important.

It is important to note that changes in participant use patterns were not always a result

of disinterest. P3’s interest in self-experimentation lent itself to periodic engagement,

visible in her deployment D3 interaction data (Figure 4.6).

P3: Once I figured some things out . . . the kitchen thing . . . I had a lot of fun
trying to figure out why it would go off at various times in the kitchen. So I did
a lot of experimenting early on, but once I had my questions answered it was
good.

Regardless of these variations, participants’ text response rate was largely unchanged

throughout the deployment and had become the preferred annotation method for most

participants by the time of the engagement interview (Figure 4.6).

P1: Honestly . . . I didn’t think the text messages would be as easy to respond
to . . . It’s a matter of, if it texts me right away, “hey this happened at this.”
I can either go “Oh yeah, I know what that is”, annotate, done. That ease of
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[answering] even if I’m outside or [away from home] . . . honestly, that’s what’s
changed how much I’ve annotated, is just that ease of the text message.

Similarly, for P5:

P5: Phone texting was much more immediate and much more responsive.
[texts] would draw out a response immediately that we would look into.

Not everyone remained engaged with text messaging, however. Both P4 and P4a

reduced their annotations, but for different reasons.

P4: It just got tedious. I figured out that everything in the house makes this
room spike. It doesn’t matter what we’re doing. But I just got tired of repeating
the same thing over and over again.

P4a: When I first started [annotating], it was because I could annotate every-
thing. I would still probably be doing that. I thought of it as “this is cool –
this will help me realize what causes me to stop breathing as much”. That was
really exciting. I stopped annotating as much because [the tablet died].

Due to an uncommunicated hardware error, P4a was left without a functioning tablet at

the end of their long-term deployment phase. P4a’s feedback on how the ability to review

their data motivated annotation points to a synergy between annotating and reviewing

data not found in the extant literature.

For those who continued annotating, their messages became shorter as they defaulted

to a subset of personally relevant keywords to describe tasks that set off text alerts.

P1: I would say it’s much more succinct. “Doing laundry,” “cooked dinner,”
instead of being, “I cooked dinner and there was burnt pizza on the bottom
and there was smoke and blah blah blah.” They’re kind of more “oh yeah”
reminders than “oh ‘this is this . . . ’ ” and I need to explain this whole situation.
It’s definitely condensed down to keywords.

Fang et al. [14] have developed an air quality sensing platform for detecting and clas-

sifying three common sources of indoor pollution: cooking, smoking, and spraying pesti-

cide. Although we found a moderate amount of overlap in participants’ keywords, we did

not have instances of smoking or pesticide use. The remaining annotated activities, and

participants’ convergence to a set of abbreviated keywords, point to a more diverse set

of in-home activities capable of generating PM2.5 spikes. Moreover, arriving at these per-

sonalized, ecologically valid keywords takes time and would not necessarily be achieved

within the shorter term deployments in past work.
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4.5.4.1 Lack of family engagement

Maintaining deployments over many months allowed us to observe usage patterns and

characteristics that would be challenging to discern over shorter term installations. One

observation was how each deployment contained at most one engaged participant from

the onset of the study.

When discussing their own senses of engagement, primary participants indicated a

division of labor or a sense of responsibility very early in the deployment and postdeploy-

ment interviews.

P3: Anyone in my family? Nooooooo. The reason is because I’m the one that
takes care of the stuff. If they don’t feel responsibility to take care of it, then
they don’t care.

This sentiment was shared by spouses across our interviews:

P6 Spouse: I don’t really get involved – it’s his thing. He shares everything
anyway, so I hear about it that way [. . . ] my schedule is already pretty busy
and this is just another thing.

P4 Spouse: Yeah, [poor air quality] sucks for some people, but it doesn’t affect
me.

We were able to rule out insufficient communication or interview scheduling as en-

gagement barriers over time, and conducted a dedicated fourth round engagement inter-

view with the goal of understanding why certain participants were engaged and others

were not.

When discussing engagement with nonasthmatic participants, we asked whether they

could imagine circumstances where their level of engagement may have been different.

Each cited their lack of asthma as a barrier. We also observed that age influenced a partici-

pant’s willingness to engage; other than P4a, no other teenage or younger participant was

aware of, or concerned with, air quality issues.

Engagement interviews also identified inconvenience and unintentional gate-keeping

as other factors affecting people’s ability to engage with the interface. By coordinating

interviews with a single family contact, in some deployments it came to be seen as “their

thing,” or “the study’s,” which limited others’ sense of responsibility.

P5: Putting it over there so that my family didn’t break it probably didn’t help
them to be more interactive with it.
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Family dynamics are complex and vary between households. It is possible that with

targeted effort we could have seen more engagement by multiple family members, but

their reactions here suggest that, left to their own devices, they may also naturally settle

into a routine where only one person is primarily concerned with their air quality moni-

toring system.

4.5.4.2 Participants converged to a single interaction,
annotation modality over time

As tablet use decreased, participants relied more on text alerts to annotate and gauge

their indoor air quality:

P6: If it sucks enough for you to message me, that’s going to indicate that
something is up.

When asked what motivated them to continue annotating, primary participants cited

text messaging’s low barrier to responding and the importance of contextualizing their

data. Some also mentioned a hope of receiving more accurate medical recommendations

or individually tailored air quality advice as a future study benefit. Mobile interaction also

proved popular with participants. Although earlier postdeployment interview feedback

indicated that participants enjoyed having a dedicated tablet for the visualization, each

primary participant – and even some nonprimary participants – identified that a mobile

app would be more useful and would improve their involvement by the time of their

engagement interviews.

P1 Spouse: If it had been an app rather than in one place in the house, I could
see being a lot more involved. Have the sensors running here [home], then I
can pull it up at work, and see how things are at the house. It would become
a thing like checking weather, I think. Before work, I check the weather on my
phone. I check the air quality around the house just the same.

P6: If I had an app that would show me the exact same thing, I would use that
app a ton.

Participants’ convergence toward text notifications as their primary annotation and

interaction modality lends strong support for the power of system-initiated prompts de-

livered with a mobile device for long-term engagement (Table 4.2).

Section 5.4 takeaway: Participants changed how they engaged with MAAV over time, tran-

sitioning from an initial phase of deeper regular engagement to a maintenance mode, whereas their

family members remained mostly disengaged throughout.
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4.6 Discussion
In our long-term deployment of MAAV, participants exhibited several behaviors not

observed, or possible, in previous work. These behaviors included drawing insights from

multimonitor comparisons, leveraging annotations to facilitate both awareness and sense-

making, and changing – while still sustaining – their use of the system over time. These

results have several important implications. First, annotations have the potential to facili-

tate new types of comparisons in users’ data. Second, the surprising long-term adherence

to our mobile phone push notifications offers a promising direction for data labeling and

collection in future studies, and perhaps in different contexts. Third, participants’ shift-

ing usage of MAAV over time suggests opportunities for a user interface that supports

different stages of system use. We discuss each of these implications in detail.

4.6.1 Beyond direct temporal comparison

Participants in this study were able to view synchronized and annotated data from

multiple monitors and use that representation to draw insights that would not have been

possible without between-monitor comparisons and contextualizing annotations. Inte-

grating annotation into MAAV supported participants in making the data legible [20].

When reviewing their data, participants were less interested in scales, magnitudes, or

baseline fluctuations communicated by the time series representation, but instead focused

on the locations and distributions of PM2.5 spikes. Reviewing annotated data, complete

with personal activities and routines, allows participants to go beyond the numerical rep-

resentation and reason about these trends and impacts at a higher level than would be

possible without the context afforded by annotated data.

Over time, participants wanted to go beyond the comparison capabilities supported

by MAAV. Through our interviews, we observed participants thinking across time and

wanting to compare relationships between temporally disjoint events, e.g., compare the

five most recent times I vacuumed. The fact that participants requested this type of feature

demonstrates the value of annotations and of collecting long-term data logs. Supporting

such user-driven cuts [17] requires re-thinking annotation logs. Currently, our annotation

mechanism tags single points in time, although the tracked activities may describe events

taking place over a duration. At a conceptual level, this type of comparison interface is
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straightforward to describe, but the implementation details much less so. Developing

methods, for example, on how best to define, capture, and align a collection of PM2.5

events, and the corresponding semantic rules or computational metrics for comparing

event similarity is much more involved. Although neither MAAV nor other interfaces in

the air quality literature currently support these temporal cuts, future systems should con-

sider event tracking and processing techniques for supporting comparisons across time,

place, and activity.

4.6.2 System-initiated notifications sustained engagement

From the perspective of sustained participant engagement, much of the success of

MAAV seems to come from the system-initiated text message prompts. Figure 4.7 shows

the majority of participants remained engaged with MAAV throughout their deployment,

with majority engagement rates over 80% on days they received notifications. During

interviews, participants indicated that the text messages were useful as a proxy for gauging

indoor air quality and that the messages were lightweight and easy to respond to. Yet for

P4, who received comparably more notifications than other deployments, these messages

led to frustration over their repetition (Table 4.2). As an outlier, P4’s experience points

to a possible upper bound for user notifications, above which participant engagement

may decline or drop off entirely (Figure 4.7). Based on P4’s notification-fatigue, it may

be preferable to allow participants to selectively mute specific indoor monitors or have

control over their system’s thresholding and rate-limiting parameters. Another possibility

is to analyze spikes in the context of past spikes and user engagement to dynamically

adjust which notifications to deliver. For example, multiple spikes that seem to be similar

might be bundled together, or notifications might be reserved for spikes that appear to be

sufficiently different from past spikes.

System notifications make people aware of changes in their environment in a way

that is easy to miss with an ambient display. The next-longest longitudinal indoor air

quality study [13] utilized ambient displays, requiring those participants to be in front of

the monitor to witness spike activity, which even then showed only the most recent four

hours of data. Thus, these results are new and novel for the way that they directly elicit

and probe user engagement.
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As an annotation prompt technique, text messaging was successful at keeping par-

ticipants engaged with MAAV and thinking about air quality without requiring them to

proactively and regularly check the monitor. The fact that our participants sustained their

engagement, measured by response rate to text message prompts, over a long period of

time suggests this level of engagement may be a reasonable steady state for an air quality

monitoring system. Eventually, with enough labeled data, it might become possible to

train a machine learning model to identify the highest frequency data labels, which could

support labeling household-specific events, rather than focusing on a closed label set, e.g.,

Fang et al.’s classifier for cooking, smoking, and pesticide events [14].

4.6.3 Evolving system usage during
long-term deployments

Whereas prior work focuses on the benefits of deploying residential air quality monitor

systems and its impact on air quality [11]–[14], this field deployment focuses on how

users engage with an air quality sensing system and how this engagement changes over

time. It is notable that MAAV’s tablet interface seems to have served participants well

through their trajectory of system usage, starting at a high engagement level during an

initial period of discovery and sensemaking, and then transitioning into a steady-state

maintenance mode of sustained lower activity. Although the current interface supported

this transition in some ways, future systems could design for these stages more directly.

Toward the beginning, the system could take advantage of high engagement to learn more

about the user’s interests and relevant lifestyle factors. As data begin to accumulate, the

system could begin to suggest comparisons, correlations, or views on the data. As the user

transitions into a maintenance mode, the system could similarly scale back to a lighter

weight visualization. It could even streamline annotation, such as asking the participant

to confirm predicted annotations, rather than typing them out from scratch. This notion

of an evolving interface could be more generally useful in other human-in-the-loop data

collection domains, including eco-feedback and personal informatics.

Interpreting air quality monitoring within a personal informatics framework is com-

pelling because we did not initially consider environmental measurements within this

domain. Air quality, even indoors, is often perceived as a characteristic of an area. Yet, air

quality’s influence is clearly relevant to personal informatics when relating it to personal
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health impacts. Findings in this work also show PM2.5 to be an unexpected proxy for

human activity. Reflecting further on participants’ evolving engagement, we began to

consider this work in the context of personal informatics models [5], [28], with the initial

high engagement similar to the discovery phase in Li’s stage-based model for personal

informatics systems [5]. Participants also exhibited changes in their engagement related

to increased familiarity, seasonality, and new questions, leading to periodic interaction

with the tablet (P2, P3, P4a, P6) and voice annotation modality (P3). Participants’ periodic

engagement with MAAV maps neatly to the lapsing and resuming cycles described in

Epstein’s lived informatics model [28]. Shorter term deployments involving P5 and P6

exhibited similar behavior, notably with occasional tablet use (P5) and re-engagement with

the tablet interface (P6) immediately after the engagement interview.

The diversity in PM2.5 activity between deployments offers opportunities to reflect on

a residence’s impact on indoor air quality and engagement. The combination of P4’s low

participant engagement and burden of high text notifications may account for their com-

parably low notification compliance, but we have no insight into mechanisms behind their

increased PM2.5 activity. Home permeability, furnace efficiency, and behavioral patterns

can all contribute to better understanding these causes, but these factors were outside the

scope of this work. Extrapolating or incorporating direct measurement of any of these

factors could help account for what seemed an overly sensitive system for P4. Conversely,

the most compliant participants (P3, P5) were those most curious to find out what was

going on in their homes.

This innate curiosity, along with co-enrollment in an ongoing clinical study, helped

sustain participants’ engagement. Moving forward, the findings and observations from

this field deployment will help us to design systems and interfaces to foster engagement

and curiosity, enabling users to pose and answer their own questions through more sophis-

ticated exploration, comparison, and hypothesis generation techniques. Implementing

these features in an adaptive system would provide more relevant and actionable infor-

mation to end-users.
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4.7 Limitations
The findings from this field deployment should be interpreted in the context of spe-

cific limitations and study design decisions. Recognizing that multiple factors affect and

influence indoor air quality, it is important to acknowledge that any self-labeled annota-

tions and reasoning about PM2.5 spikes represent a participant’s best guess, and are not

necessarily indicative of the reported source.

The air quality monitor’s design – in particular the monitor’s internal air quality sen-

sor – was a source of some initial confusion. These sensors measure airborne particle con-

centration, and say nothing about chemical composition or its health impact. Therefore, an

increase in PM2.5 particle counts does not necessarily correlate to an unhealthy source. For

example, humidity can create significant spikes. This distinction became clear, however,

as participants recognized the monitor’s responsiveness to a range of activities.

Our participants were concurrently enrolled in an ongoing medical study, which has

both benefits and drawbacks. Advantageously, we engaged a highly motivated population

already familiar with data collection and who were interested in participating. However,

their involvement in a clinical study came with a number of caveats regarding the informa-

tion we could disclose to avoid introducing confounds. Although clinicians are interested

in participants self-labeling and contextualizing data, our findings show participants who

engage with and annotate their own air quality data are also inclined to connect air quality

to their own behaviors, reflect on that relationship, and take action to reduce their PM2.5

exposure. To mitigate these broader concerns over how our interviews may influence

participants and potentially confound the parent study’s clinical findings, our interview

questions were vetted by practitioners in the parent project to ensure we were not encour-

aging or influencing participants to change their behavior.

Further, our six household field deployment prevents us from generalizing our findings

to a larger population, as does the asthmatic status of the participating families. This status

also influences baseline levels of engagement, as asthma severity has been shown to be

positively correlated with engagement of a technology probe [128].

We also encountered some technology limitations. Our voice transcription skill went

offline from automated firmware updates early in phase II, preventing some participants

from using this feature. This outage caused some participants to lose faith in this anno-



59

tation modality. Furthermore, two participants experienced difficulty with Google Home

recognizing and parsing their voice commands, further reducing its appeal. Lastly, stag-

gered deployment scheduling resulted in deployments D5 and D6 starting later than the

other participants, leading to a shorter overall deployment length.

4.8 Conclusions
Air quality and PM2.5 exposure are important and often invisible aspects of personal

health. We deployed MAAV, a multimonitor air quality measurement, annotation, and vi-

sualization system, in a longitudinal field study with six asthmatic families to understand

how this combination of features could support participants in managing their air quality

at home. The results of the deployment indicate that MAAV supported participants in

gaining insights by comparing multiple monitor streams, recording and exploring annota-

tions for contextualizing their air quality data, and remaining engaged over their long-term

deployments by relying on low-burden text message alerts.

Following these deployments, we had planned to redesign an improved visual analyt-

ics interface for supporting the kinds of questions participants could not use their current

interface to answer. Although participants’ interviews provided feedback on what they

imagined changing with their system and interface, they had not captured deeper insights

on how they imagined using their data to answer their questions. Lacking this clear picture

of participants’ needs, abilities, and workflows, we were unable to develop a workable de-

sign to support them to flexibly analyze their air quality data. This next chapter describes

a new interview method we created to help bridge this gap in our understanding.



CHAPTER 5

AN INTERVIEW METHOD FOR

ENGAGING PERSONAL DATA

This chapter presents a novel interview method we call the data engagement interview [4].

We created the data engagement interview method to fill a gap in existing interview tech-

niques that prevented researchers from directly observing how people engage with per-

sonal data. This method enables researchers to closely study the ways interview par-

ticipants engage with their personal data for understanding their needs, abilities, and

workflows. This method also strikes a balance with incorporating data in a design process.

We situate data engagement interviews as a valuable middle ground approach between

easily deployed methods – like data sketching [129] or physicalizations [72] – that do not

scale to complexity of personal data, and the more time-intensive and design-heavy efforts

behind custom tool development.

Data engagement interviews achieve this functionality by offloading data analysis re-

sponsibilities from the interview participant. Without the cognitive burden of wrangling

or programming personal data on their own, participants are able to focus on applying

their data to help answer a personal questions. Interviewers guide this process to observe

participants’ workflows and collect feedback through targeted engagement prompts that

unfold as a natural conversation with the participant. This chapter outlines the data

engagement interviews’ development (Section 5.3) and includes a case study from per-

forming this method with each of our study participants (Section 5.5). Our findings in-

dicate data engagement interviews can be an important tool for helping researchers to

engage participants with personal data and a valuable method for exploring the personal

informatics analysis gap.
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5.1 Introduction
Observing how people engage with their personal data offers a wealth of insights for

researchers and practitioners. For example, understanding and identifying the kinds of

questions people ask of their data, and the analysis strategies they employ to answer

them, helps with designing new tools [130], [131]. Creating opportunities for people to

learn new things from their personal data can also provide triggers for positive behavior

changes [132], and showing participants the value of their personal data can help motivate

continued self-tracking [25].

As the scope and scale of personal data increases — through improved sensor reso-

lution and integrating multiple data sources — engaging with data increasingly requires

the use of sophisticated analysis tools and methods. Lightweight approaches, such as

sketching [133] or data physicalizations [72], can be quick to perform and require minimal

design effort. These approaches, however, often involve abstract or incomplete data and

do not scale for direct engagement with the complexity of many real-world self-tracked

data sets. Examining raw data with these approaches may work for exploring a small

amount of data at a time [20], but can quickly break down with larger data sets. These

larger data sets generally require some amount of computation to support exploration and

analysis, leading many personal informatics researchers to develop and deploy custom

analysis tools in order to engage participants with their data. This heavyweight approach,

however, requires significant design work and interpretation of what people might actually

do from what they say they want to do, potentially leading to gaps in analysis support [17].

We propose a middle ground approach in this chapter that we call the data engagement

interview [4]. The data engagement interview is a research method that sits between the

lighter weight approaches involving minimal design effort, and the more heavyweight

approaches that involve customized tool development. We developed data engagement

interviews to help researchers better understand and identify what participants want from

their personal data by observing participants ask and answer questions in real-time from

their own data. This interview method includes a dedicated data analyst on the interview

team to provide participants with a flexible toolbox of real-time analysis techniques. Using

this method, interviewers can support participants as they explore their data to elicit and

observe more authentic data engagements, while the data analyst takes direction on how to
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process or present participants’ data to answer personal questions. Whereas data engage-

ment interviews are more resource-intensive than other standard interview methods, this

method strikes a balance between engagement strategies that fail to incorporate complex

personal data and those requiring customized tool development prior to collecting any

observations. This interview method can quickly help researchers with eliciting design

requirements for potential future system development, while also helping participants use

their data to flexibly answer unique and personal questions.

We developed the data engagement interview from our own research goals to design

new visual analysis tools for asthmatic families living with indoor air quality sensors [3].

Through sensor deployments with six households, we collected various data sets for each

family that included several months of quantitative and qualitative data, sampled over

different timescales and measurement intervals, that require both personal annotations

and contextual knowledge to productively interpret and analyze. These computational

and contextual demands prevented us from using lightweight engagement methods. After

developing the data engagement interview method, we conducted interviews with our

participating families to observe how and why they engage with their personal indoor

air quality data. In addition to extracting design requirements for a future analysis tool,

our analysis of the interview transcripts showed that data engagement interviews can also

yield a host of other insights and opportunities.

In this chapter, we present a framework for conducting data engagement interviews that

allows researchers and practitioners to engage participants directly with their personal

data without the need to develop custom data analysis tools. We also conduct a case

study in which we apply the interview framework to characterize the motivations and

analysis tasks of asthmatic families when working with personal air quality information.

We observed evidence that this method can expose differences between what participants

say they want to do with their data, and what they actually do; engage participants more

readily than standard interview methods; teach participants new things about their data;

teach researchers new things about design requirements; and benefit research outcomes by

improving insights on study design and motivating participants to self-track. To support
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transferability, we have prepared an online guide1 [134] that includes a sample interview

protocol based on our experience of conducting data engagement interviews, along with

other detailed suggestions, interview materials, and example data and processing scripts

to help make this interview method more actionable for researchers and practitioners.

Our analysis of participants’ data engagement interviews lends evidence that this method

can be a promising approach for helping researchers and practitioners learn more about

the goals and motivations of their target users. We further speculate that data engagement

interviews can be a widely applicable research method, suitable across a broad range of

personal informatics domains, and scalable to accommodate different types of personal

data and high-resolution, multisource data sets. Although this method is not intended

as a replacement for more traditional tools, its success at engaging our participants with

their data suggests collaborative analysis via an analyst-in-the-loop is a viable alternative

for insight generation compared to using customized tools, and an interesting direction for

future work that we briefly discuss in this chapter, but detail more thoroughly in Chapter 6.

5.2 Background
The growth in technology for capturing data about people’s everyday, lived experi-

ences has led to an explosion of personal data and a wealth of new insights. The population

of self-trackers are actively collecting data and learning things about their bodies using

tools developed across a variety of application areas. Work by Consolvo et al. [7], [8]

and Epstein et al. [17], [135] focus on fitness and activity trackers to understand how

people self-track; Moore et al. [3], Kim et al. [11]–[13], and Fang et al. [14] develop systems

for monitoring people’s indoor air quality to help improve people’s understanding and

awareness of their immediate surroundings; Chung et al. [136],[137] and Tsai et al. [6] build

tools to help people monitor their health through digital diaries and nutrition trackers; and

research into reminiscience [10] and location sharing [9] explore how they spend their time

through calendars and social-media trackers. For personal informatics researchers and

practitioners, the explosion in available data sets has created myriad opportunities to learn

about how and why people engage with personal data. This has led to formalized models

1https://vdl.sci.utah.edu/EngagementInterviews
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of the self tracking process, including both Li et al.’s stage based personal informatics

model [5], Epstein et al.’s Lived informatics model [28], along with research into the kinds

of behavioral changes this engagement provokes [25],[138]. These opportunities, however,

require engaging participants with their personal data. In this section, we describe the

range of engagement methods researchers and practitioners have at their disposal, and

argue for data engagement interviews as a middle ground approach.

5.2.1 Lightweight methods

Design literature provides various methods for informing researchers about what or

how to build regarding interactive tools or interfaces. Participatory design [139] is a com-

mon approach that invites users to collaborate in the design process to help inform the final

result. This technique can help identify commonly undertaken tasks, or solicit feedback on

the ways they may be improved. These approaches, however, are tailored for collecting

insights that inform design outcomes rather than deeply understanding ways to produc-

tively engage people with their personal data. Work by Tolmie et al. [20] describes how

understanding how to engage with personal data requires a deep, situated knowledge of

people’s lives and routines to accurately interpret. Further work by Fischer et al. [21],[140]

illustrates that collaboration between a data worker and participant are essential to derive

insights or offer advice on personal data.

Existing tools that visualize personal data typically support data review through sim-

plified interfaces with minimal interactivity. These tools are mostly designed to show data,

not to thoroughly analyze it. Tolmie et al. talk homeowners through their personal data

using a basic time series plot for displaying sensor measurements [20]. Other researchers

provide similar interfaces to end users for exploring how to support people engaging with

their personal air quality data [3], [11]–[14]. These interfaces help people gain a sense of

what their data are, but not what it can do. Without the ability to easily modify or change

the data’s representation and visualization, these interfaces can support only a limited

number of data analysis tasks.

Alternatively, data sketching provides a lightweight method that has people sketch

their impressions of data with minimal design effort. Data sketching removes the barriers

to how data can be organized and formatted to promote brainstorming and collaborative
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workflows [141], [142], storytelling [143], and communicating knowledge about data to

others [133]. The process of sketching also improves thinking [129], supplements discus-

sion [144], and helps clarify ideas about design [142]. Engaging people with sketching

helps them externalize their thoughts and ideas about data organization, visualization

goals, and any underlying trends or traits they suspect may live within their data [133],

[144]. In this way, sketching can free people to more quickly communicate organizational

goals or ideas, especially in the absence of formal design or analysis vocabulary. Sketching

often does not incorporate real data, however, and efforts to encode this information, either

by hand or through digital tools, can be slow or complicated [141]. Instead, sketching

can be a useful design component for imagining personal data, but it does not suffice for

concrete analysis tasks or questions that require engaging personal data directly.

Data physicalization, another lightweight method, helps people explore and communi-

cate data through geometric or physical properties of an artifact [68]. Data physicalization

has been successfully applied in workshops [145] and teaching environments [146] to

engage people through prepared data sets. Work by Thudt et al. [72] extends this approach

to personal contexts, and uses data physicalizations to bring people closer to their personal

data in support of self-reflection. Whereas this approach succeeds at deeply engaging

people with their personal data, it requires a significant manual effort, and limits the repre-

sentational accuracy and scope due to its inherent physical constraints [72]. Consequently,

the nature and scale of many personal data sources prevent physicalizations as a practical

analysis strategy.

5.2.2 Heavyweight software

The messy and complex nature of many personal data sets requires some level of wran-

gling, formatting, and preprocessing, making it difficult to integrate into general purpose

tools, many of which some people already find hard to use in personal contexts [25]. As

an alternative, researchers, practitioners, and quantified self enthusiasts invest significant

effort to design and build bespoke tools for people to engage with their data. These tools

typically focus on a narrow set of specific or predefined questions, thereby eliminating

the need for users to translate their questions into analysis tasks, or to wrangle their

data into an appropriate representation [16], [17]. This approach, however, does not let
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users explore a broad set of personally relevant questions, nor does it leverage users’ rich,

situated, and extensive knowledge of what aspects of the data are personally interesting

and insightful, and which are not [147]. The challenge for designers is that people who

have never directly engaged deeply with their data may not be able to predict what they

want to do. For example, Epstein et al. surveyed 139 people on common tracking goals,

motivations, and influences for informing visual and data analysis criteria to evaluate

lifelog data [17]. After developing and deploying a tool to support these goals, subsequent

evaluations “did not find any correlations between valued cuts and the reported goals

of participants,” prompting guidance that users should receive several possible designs,

versus “simply [generating] cuts corresponding to stated goals, as that could deprive

trackers of potentially interesting discoveries in their data” [17]. Even when designing

customized solutions, personal informatics tools may still struggle to provide flexible an-

alytic capabilities that completely address or anticipate users’ needs.

5.2.3 A middle ground approach

The data engagement interview proposed in this chapter takes a middle ground ap-

proach by helping researchers identify user needs through directly engaging these users

with their personal data before expending the significant design effort to develop a cus-

tom tool. Data engagement interviews are an adaptation of the pair analytics research

method that captures reasoning processes in visual analytics scenarios [148]. Pair analytics

borrows from protocol analysis and pair programming techniques by joining a subject

matter expert and visualization practitioner to collaboratively tackle a relevant analytical

task. This approach avoids the cognitive and social loads reported in standard think-aloud

applications [149]–[151] by capturing participants’ analytical reasoning through a conver-

sational and collaborative problem-solving process. This approach, however, requires that

participants share equal analytical and computational skills to productively work through

their given task, which may not always be the case in personal informatics contexts.

We build on the pair analytics approach and incorporate a dedicated data analyst

role within the interview team. Whereas the interviewer role is responsible for engaging

the participant and keeping discussion on topic, the data analyst takes analytic direction

from the interview participant. Unlike the standard Wizard of Oz approach [152] where
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the interview participant unknowingly interacts with an analyst, the data engagement

interview brings the analyst to the forefront to gain the collaborative and conversational

benefits of pair analytics. The data engagement interviews also distinguishes itself from

the operator-mediated analytic interview process described by Grammel et al. [58] by

directly incorporating a participant’s personal data in the interview process. Rather than

using fictitious or nonpersonal data, data engagement interviews allow a participant to

tailor their interview based on their motivations and experiences to more deeply engage

them in the analysis process. This approach provides a more personalized analysis expe-

rience with the help of a dedicated data analyst to assist researchers and participants with

data exploration using flexible analysis tools.

5.3 Developing the interview framework
This section outlines how we developed the data engagement interview framework.

We describe the framework in Section 5.4, and give more detailed descriptions and recom-

mendations for performing data engagement interviews in Section 5.5. Section 5.6 reports

on the outcomes of conducting data engagement interviews with our participants.

5.3.1 Developing the interview protocol

In our search for guidance on how we might elicit design requirements from our partic-

ipants, we found both the visualization and human computer interaction literature lacked

any suitable research methods for directly engaging everyday users with their personal

data. We developed data engagement interviews with the assumption that interview

participants are not professional analysts, and therefore incorporated a data analyst as an

active member in the interview process to offload analysis tasks from the participant. This

change helps lower the barrier for engaging with personal data while still providing a rich

suite of analysis capabilities. We also incorporated additional ways to elicit participants’

analysis goals, such as reviewing physical data printouts and sketching, to help externalize

their ideas. Recognizing the potential complexity of the interview dynamics, we further

modified our draft protocol by splitting the interviewing responsibilities between two in-

terviewers to maximize our likelihood for collecting and capitalizing on valuable research
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insights [153]. This pair interviewer approach has one interviewer lead the discussion, and

the other track the conversational flow to help keep things on task.

We refined the interview protocol over two rounds of pilot interviews. The first round

of piloting helped streamline and organize the interview structure. We recruited seven

first-round pilot participants from our research lab, six of whom were computer science

graduate students, and one computer science undergraduate student. These first-round

pilot interviews did not incorporate a dedicated data analyst. Instead, we had pilot partic-

ipants role-play as asthmatic self-trackers and sketch what they wanted to do with a set of

representative air quality data.

In the second round of pilot interviews, we added our data analyst into the interview

team. Pilot study participants were recruited from a convenience sampling of undergrad-

uate students pursuing nonanalytic degrees and nonstudents from an online forum. The

second-round pilot participants consisted of four dance majors, one physical therapist,

one market researcher, and one social media influencer. These pilot interviews focused on

evaluating the feasibility of performing real-time data analysis within the interview and

improved how we introduced and presented data to participants. All second-round pilot

participants were compensated with a $20 Amazon gift card.

5.3.2 Analyzing data engagement interviews

The interview framework emerged from analyzing seven data engagement inter-

views conducted with our study participants. We audio recorded each interview for 8.9

hours of interview audio, and maintained individual Jupyter notebooks in Python from

each interview to create a self-documenting record of participants’ analysis process and

visualizations. These notebooks also allowed us to amass a store of reusable code that we

could employ in subsequent interviews [154]. Reviewing and reflecting on these artifacts

helped us build an understanding of what our participants wanted to do with their data,

and to identify their goals and their overall approach to data analysis.

The interviewers also engaged in reflexive discussion after each data engagement

interview, sharing their thoughts and reactions to what each found surprising, unexpected,

frustrating, or insightful during an interview. One of the interviewers compiled reflexive

notes on these experiences after each interview, which were further supplemented with a
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secondary summary after listening to the recorded interview audio. This process captured

additional aspects of the interview mechanics, including participants’ stated questions,

goals, and motivations, while also providing an overall commentary on the interview

process. We revisited the reflexive notes frequently throughout the analysis process.

Each interview audio recording was also professionally transcribed and imported

into Google Sheets. One researcher then blocked and summarized individual interview

sections of each interview to create a high-level overview summary for other researchers

to review. Three researchers then read through and annotated participant transcripts,

and then met to discuss aspects we found noteworthy from a methodological or research

perspective for each of the seven interviews. These meetings were also audio recorded. A

researcher listened to these meeting recordings to further summarize the main discussion

points, and populated an affinity mapping board with meeting summary notes. The

resulting affinity diagram was supplemented with direct evidence within the transcripts

associated with the summaries. The three researchers involved in analyzing the transcripts

then iteratively produced an additional affinity diagram of core interview themes over

several days. These themes informed the framework we describe in Section 5.4, and

Section 5.6 presents the results from applying this interview framework.

5.4 Interview framework
The data engagement interview is a novel interview method that elicits engagement

with personal data to support a host of observations and insights about those engage-

ments. This method differs from more traditional interview approaches in two ways:

first, through the inclusion of a dedicated data analyst on the interview team who has

access to a prepared analytic toolbox and the participant’s personal data; and second,

by structuring the interview to cycle between exploratory and goal-oriented analysis

strategies. The participant directs the analysis in these interviews by communicating their

desired analytic tasks to the data analyst, who then performs the requested analysis on the

participant’s data. This process allows the participant to engage with their data in a flexible

and personally relevant way, and provides researchers and practitioners opportunities

to observe what participants actually do with their data when given the freedom and

resources to do so.
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Data engagement interviews foster a conversational dynamic around personal data

by offloading the analytic burden from the participant, so they can more readily share

thoughts on their process, justifications, and reactions, in their own words, as part of

a naturally unfolding conversation. Maintaining this conversational dynamic can avoid

post hoc rationalizations that can be common to other concurrent or retrospective verbal

reports [155]. This approach can also help researchers collect more rich and authentic

insights into participants’ motivations and problem-solving processes Whereas several

think-aloud techniques exist in the interviewing literature [155]–[157], few are tailored

for specifically engaging visual analytic tasks and processes [148], and none incorporate

self-tracked personal data in the analytic process.

The following sections describe the interviewer and analyst roles and phases of the data

engagement interview framework. Section 5.5 provides details on how we prepared and

performed these interviews through a case study with asthmatic families living with an

indoor air quality sensing system. Section 5.6 outlines our case study outcomes. We also

provide an online guide [134] with materials for preparing data engagement interviews,

recommendations for selecting an analyst, and a sample protocol for how we structured

our own data engagement interviews.

5.4.1 The interview team

We performed our data engagement interviews by adding a dedicated data analyst to a

pair interviewer team [153]. In this arrangement, we divided interviewing responsibilities

between two interviewers and left real-time analysis tasks to the analyst. One interviewer

was responsible for prompting participants to articulate what they want to do with their

data, and the other interviewer kept track of the overall conversational flow. Depending on

interviewer experience or subject matter complexity, other research teams may be able to

perform data engagement interviews with a single interviewer and analyst. If performing

data engagement interviews using a single interviewer, however, this sole interviewer

will be simultaneously responsible for engaging the participant in conversation; tracking

various opportunities, comments, or observations worth digging into; and making sure to

keep the interview on track and on time. In our data engagement interviews, we found

that pair interviewing reduced the cognitive burden on the individual interviewers, and
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allowed for more focused and productive data engagement interviews in line with the

experience of other pair interviewer teams [153]. Regardless of the number of interviewers,

anyone conducting a data engagement interview should be familiar with the study partic-

ipants and associated research data. This foreknowledge is important to properly guide

the data engagement interview, pose meaningful engagement prompts, and avoid lines of

conversation or analysis they know to be unsuccessful. For these reasons, we recommend

that the interviewer role not be outsourced to an external third-party researcher.

Our data analyst was responsible for implementing participants’ directions for process-

ing their data and communicating the analysis results back to them in an understandable

way. We encouraged the analyst to interact with the participants and interviewers to gain

any necessary clarifications or analytic details for completing their analyses, although we

cautioned the analyst not to actively comment on or suggest analysis options so as not

to steer participants’ choices or behaviors. We prioritized candidates with strong analytic

and interpersonal skills when evaluating potential analysts, in order to select someone

comfortable with analyzing data on-the-fly during an interview, while also taking direction

and communicating with both researchers and participants. Good candidate analysts ide-

ally are: experienced working with data similar to what they will process during the data

engagement interview; fluent in their preferred programming language and processing

environment and able to exercise good visualization and interview techniques.

5.4.2 Interview materials

The interview team brings with them an enriched and formatted collection of the

participant’s personal data, and a suite of tools and devices for conducting real-time

analysis during the data engagement interview. We used Jupyter notebooks for conducting

our real-time data processing, but we speculate that other interactive platforms such as

Power BI or Observable can be effective. Although what and how much data to prepare

can depend on the broader project aims or goals, it was our experience that participants’

questions required access to external data sources to more fully contextualize and support

analysis goals. For our participants, this preparation meant adding local weather and

outdoor air quality measures to help further contextualize their own personal indoor air

quality data. We benefited from performing pilot interviews, brainstorming, and drawing
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insights from the literature prior to conducting interviews to help us identify what kinds

of additional data sources were likely to be helpful in our context.

Labeling, organizing, formatting, and cleaning data are important steps for any

analysis project, and can take an estimated 80% – 90% of the effort in data analysis

work [46], [158]. It is important, however, to consider how these transformations may

impact or slow down an analyst’s ability to handle unanticipated analysis requests during

the interview. Breaking data into separate files can make certain analyses more modular,

although the choice to segment data versus maintaining one large data structure can

affect its accessibility. For example, in our interviews we experienced that population-

wide summaries and between-participant comparisons became more time consuming to

compile when this information was separated across different files and directories. These

decentralized data caused our analyst to spend time during some interviews reformatting

and wrangling several disconnected sources in order to address unanticipated questions,

ultimately exposing the limits of the interviews’ real-time capabilities.

The tools and techniques used to process personal data may also impact data engage-

ment interviews. We came to our interviews prepared with a variety of read-to-apply

analytic techniques based on what we suspected our participants may request and what

we knew their data could support, enabling our analyst to quickly perform a variety

of common requests in our interviews. Based on our observations of how participants

engaged with their data, we also recommend considering the kinds of entry points [159]

that participants may take into their data. For example, in our interviews, the participants

often wanted to jump into their time-series data at a particular season, month, day of

week, hour of day, or combination of these conditions. Anticipating entry points that rely

on aggregations or data cuts can aid in quickly addressing participants’ analysis requests.

Performing the data engagement interview will require that the interview team come

prepared with a laptop and external monitor for showing data to a participant. We also

suggest that the analyst prioritize creating visualizations that participants can easily read

and understand. For participants comfortable with processing numerical information,

standard statistical charts such as line charts, bar charts, and scatterplots should be suf-

ficient [160], [161]. We recommend Munzner’s Visualization Analysis & Design [162] or

Ilinsky and Steele’s Designing Data Visualizations [163] as starting points for researchers
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interested in learning more about designing effective visualizations. Standard interview

materials such as audio/video recording equipment, note-taking, or sketching supplies

are also good practice.

5.4.3 Interview phases

We divided our data engagement interviews into three distinct phases: onboarding,

the engagement cycle, and wrap-up. Both the onboarding and wrap-up phases align

with traditional interview practices, whereas the engagement cycle is a unique and critical

phase of data engagement interviews. Figure 5.1 illustrates an overview of these phases.

Our onboarding phase introduced the participants to the overall goals of the interview

and the format the interview would take. This phase includes introducing and explaining

the role of the data analyst, along with the scope and scale of the data they have access

to during their interview. During this phase, we actively primed our participants for

engaging with their data by having them reflect and expound on their personal data

Figure 5.1. Outline of the data engagement interview phases. The data engagement
interviews began with an introductory stage to remind participants of the goals and
scope of the interview. Incorporating personal data into the interview transitions to an
engagement cycle, where interviewers can guide the participant between engagement
activities and research questions. Engagement activities are also cyclic, and can switch
between exploratory and goal-oriented modes. The exploratory engagement mode starts
with data, and relies on curiosity or surprise to determine what questions participants will
use to direct the analysis process. Goal-oriented engagements use participants’ prepared
questions or goals for determining how they engage with data and the analysis tasks they
undertake. Interviewers can pose various engagement prompts throughout the interview,
either in response to participant comments and data engagements or while waiting for
analysis results.
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engagement goals, along with prompting them to further operationalize those goals into

more specific and concrete analysis tasks. Next, the interview enters the engagement cycle.

This interview phase cycles between the participants engaging with their data via the data

analyst, and the interviewers prompting the participants with questions, comments, or

observations that are meant to surface research insights and feedback. The participants

can engage with their data using either an exploratory or goal-oriented strategy; these

strategies are themselves cyclic, and provide the interviewers some flexibility during the

interview for eliciting productive engagements.

Exploratory engagement is a bottom-up approach occurring serendipitously when

the participants explore their data out of curiosity without a concrete goal in mind. We

elicited this type of engagement by showing our participants some part of their data that

we thought they might find interesting. Our participants also engaged in an exploratory

approach when they inadvertently become distracted while reviewing data for some other

goal. Distraction played a prominent role in our interviews, and came from participants’

surprise and curiosity when they encountered unexpected features in their data. When

participants engaged with their personal data with an exploratory approach, we used their

curiosity and surprise as an opportunity to encourage them to generate a direct question

about the data. This prompt often transitioned them to a more goal-oriented engagement.

Goal-oriented engagement is a top-down approach occurring when the participants

engage with their data in a goal-oriented way by posing a question and directing the

analyst to process the data in service of answering that question. We found that this

mode of engagement pushed our participants to grapple with how to both operationalize

their questions and interpret the results. During goal-oriented engagements, surprises

often distracted our participants, and they reverted to an exploratory approach until they

identified a new question or we guided them back to their original goal.

Once our participants began to productively engage with their data, we posed ques-

tions and made comments or observations that served our goals as researchers. These

engagement prompts leveraged the participants’ engagement with their data and had

them answer questions about their analysis goals, preferences, and approaches; motivated

the participants to improve compliance with self-tracking activities; or supported the

participants in taking what they learned from their data to make positive changes in their
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lives. We injected an engagement prompt in response to a specific participant action or

statement, or to fill space if there was a lull in the interview. These engagement prompts

resemble the traditional semistructured interview prompts for questioning or clarifying

participants’ statements [164], [165].

Engagement strategies and prompts can feed into one another from the conversational

dynamic that arises around engaging data [148]. The dynamics of our interviews shifted

between engaging a participant with their data and engaging them with a prompt to

observe why they wanted to engage their data, what their priorities or goals were in

practice, and how this changed through access to flexible and personalized analysis. We

ended our engagement cycles when the interviews reached the time or energy limit of the

participant, a satisfying result for the participant, or saturation of insights and goals of

the interviewers.

Finally, the interview enters the wrap-up phase. We thanked our participant and

summarized the interview trajectory to provide closure, as well as re-state the study

goals to explain how this interview fit into our broader research to further validate the

participant’s efforts.

5.5 Applying the interview framework: An
illustrative case study with asthmatics

We conducted seven data engagement interviews with participants from a longitudinal

study on how asthmatic families engaged with personal indoor air quality data. Our initial

goal with conducting these interviews was to better understand and identify how our

participants might go about analyzing their data to develop design requirements for a

future visual analysis tool. The interviews were designed to be completed in 90 minutes

to give participants enough time to deeply engage with one question. Some variation is

to be expected, however, depending on participants’ preparedness, overall engagement,

or question complexity. For example, P4’s lack of preparation led her to more quickly

review different aspects of her data at a higher level. In practice, our data engagement

interviews ran between 50 - 110 minutes (79 minutes average).
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5.5.1 Recruiting and preparing the data analyst

We recruited our data analyst from prospective graduate and undergraduate student

candidates within our university’s computer science, mathematics, and physics depart-

ments. These candidates came from other researchers’ direct recommendation, and in re-

sponse to a $17/hr work study position for an interactive data analysis project. We briefed

applicants on the nature and goals of the interview method and provided test data sets

similar in scope and content to participants’ data in preparation for a live-coding interview.

The interview process involved the analyst using this test data set to work through several

sample questions modeled after those participants had asked in their deployments. Our

recruited analyst was a physics graduate student with extensive experience processing

large cosmic ray data sets. This background allowed him to easily handle our time series

sensor measurements and to repurpose signal processing scripts to help bootstrap filtering

and aggregating our air quality data.

The data analyst is a vital component of data engagement interviews and requires

both strong analytic and interpersonal skills. Our data analyst refined his analytic tool-

box and interview skills through his experience participating in our second-round pilot

interviews. In preparation for the primary interviews, they compiled their accumulated

analysis scripts into a workbook that allowed him to quickly execute commonly requested

data analysis tasks, as well as create and customize data visualizations using minimal

commands. This preparation saved him time and helped make real-time data analysis a

reality for the data engagement interviews.

5.5.2 Collecting and wrangling participants’ data

In preparation for conducting our data engagement interviews, we collected, enriched,

and formatted each participant’s deployment data, and extracted representative subsets

to present as physical printouts during each of their interviews. An example is shown

in Figure 5.2. Previous work outlines the data collected through these deployments [3].

In summary, participants’ deployment data consisted of three air quality monitors that

logged measurements at 60-second intervals over several months; a table of algorithmi-

cally detected spikes [120] from each monitor data stream, including the time, location,

monitor ID, and spike value; a table of outbound text message alerts sent to participants
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Figure 5.2. Reviewing air quality data with the data engagement interview. Left: A
screenshot of the data analyst’s Jupyter notebook used to process and display participants’
data. This view was mirrored between the analyst’s laptop and external monitor when pre-
senting data to participants. Right: A typical data engagement interview setup. Interviews
included physical printouts of a participant’s data to help them to understand what data
were available. Some participants also used sketching to communicate how they imagined
using their data to the interviewers and data analyst.

based on these detected spikes, including the message timestamp, content, and spike loca-

tion; and a table of participants’ replies to these messages, including the reply timestamp,

content, and annotation source (text, tablet, or Google Home).

Based on earlier participant feedback, we further supplemented these data sources

with daily EPA Air Quality Index classifications, 2 self-tracked respiratory health surveys

collected through a parent medical study [2], and environmental data including ambient

temperature and humidity, also measured by the air quality monitors. We integrated these

additional sources to further contextualize participants’ data, and to provide a richer set of

analysis opportunities than would be possible from air quality data alone [20], [24], [26].

We formatted these data to support a number of anticipated data cuts [17], and

prepared scripts to filter and facet participants’ annotated air quality data according to

2https://www.airnow.gov/aqi/
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various questions we had received throughout the study. Examples of these processing

scripts and data files are available in our online guide [134]. Basic data processing al-

lowed us to plot filter, group, and aggregate raw air quality measurements by individual

participants, sensor locations, or time spans. Further processing also allowed us to cut

this information by other temporal characteristics, such as assigned categorical labels like

mornings, weekends, seasons, etc., or participants’ own annotations that we knew would

be relevant to how they thought of their indoor air quality. Other derived data, like the

times and locations of detected spikes in participants’ air quality data, provided more

opportunities to partition and review this information on a spike-by-spike basis. We

additionally coded participants’ annotations with representative class labels to provide

more categorical filter criteria such as supporting data comparisons between “cooking”

and “cleaning” annotation types. The EPA Air Quality Index and participants’ self-tracked

asthma surveys provided more options for categorical and contextual processing. These

parameters helped us expand the analysis space for flexibly reviewing participants’ data

and helped us prepare for a wide range of potential questions during the data engagement

interviews. Figure 5.3 provides an example of the kinds of visualizations participants

requested using their data.

5.5.3 Other materials

We conducted data engagement interviews in participants’ homes, requiring us to

come prepared with all necessary interview data, equipment, and supporting materials.

Each interview included a laptop for analysis, an external monitor for sharing analysis

results with participants, and an interviewing kit for each participant. This kit contained

a worksheet to capture participants’ analysis goals and physical printouts of their self-

tracked annotations, detected air quality events, asthma control test scores [166], and

representative subsets of any sensor measurements (Figure 5.2).

These materials acted as visual aids and physical tokens during the interview to help

explain the scope and scale of participants’ available personal data in the onboarding

phase, and to help them reflect on their data engagement goals within the engagement

cycle. We also brought pens and paper to support them with externalizing their analysis

process through sketching if they preferred.
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Figure 5.3. Typical visualizations generated during participants’ data engagement inter-
views. Left: interviews started with showing participants the extent of their air quality
data (top), which typically resulted on them zooming in to some feature (bottom). Center:
Exploring air quality was facilitated by using participants’ own annotation classes (top) to
step through individual annotated spikes (bottom). Right: This information was usually
contrasted against participants’ asthma Control Test scores (top), which many asked to
overlay against air quality dynamics in search of possible correlation (bottom).

5.5.4 Onboarding

In our data engagement interviews, the onboarding phase began ahead of the actual

interview. Participants received an e-mail from the interviewers describing the interview’s

purpose and our request for them to come prepared with some questions to apply to their

data: “Imagine you’ve monitored and logged your home’s indoor air quality for the past year. What

would you want to do with it? What would you want to know?” At the start of the interview,

we began by revisiting this prompt and having the participant fill out a worksheet to

capture their questions, motivations, and goals for engaging their data while we set up our

processing environment. This worksheet was used to help focus the participant’s thoughts

and to serve as a visual reminder of their goals throughout the interview. In two of the

seven interviews, participants neglected to prepare ahead of time. In anticipation of this

possibility, we had prepared a collection of sample questions and offered them as options

to chose from.

After participants completed their worksheet, we had them present their goals and

questions, and asked them to explain why they made their choices. Finally, we re-

minded the participant of their previous year-long indoor air quality deployment [3] and
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the data that were collected using physical printouts of representative samples of the

participants’ own data, such as those shown in Figure 5.2. Using these printouts, we

talked through what was available to them during the interview, and what each of these

data sources contained.

Whereas some participants were ready at the end of the onboarding phase to direct the

analyst on how they wanted to load and analyze their data, others were more hesitant or

unsure. In these situations, we performed a short mock exercise between the interviewers

and analyst with local weather data to role-play basic analysis tasks and representative

participant/analyst interactions. We performed this exercise in an attempt to lower barri-

ers or anxieties around engaging with the analyst so that participants might more freely

take control of the interview once their data were loaded.

5.5.5 Data engagement

After the onboarding phase, the analyst loaded and presented the participant’s data in

an overview visualization, with interviewers encouraging the participant to direct the ana-

lyst on the ways they wanted to analyze or explore their data. Participants who were ready

to dig into one of their prepared questions transitioned to goal-oriented engagement and

began to direct the analyst to process data according to how they imagined approaching

answering their question. We prompted these participants to explain their thought process

and operationalization strategy. These discussions revealed details related to people’s

analytic approach and assumptions about their data. Other participants used the overview

visualization to initiate exploratory engagements. For example, when initially viewing

their air quality data, some participants asked to zoom in on prominent air quality spikes.

Outliers or deviations in air quality or health survey data frequently drew participants’

attention while they engaged with their data. These features were a common source of

distraction that shifted them from a goal-oriented to an exploratory engagement mode.

Other distractions came when overlaying additional data sources, with many participants

attempting to contextualize or correlate trends in one data source to features in another. In

particular, several participants were interested to assign causation between their indoor air

quality and health outcomes, which shifted their focus away from prior goals, and toward

combining data sources to search for potential correlations. When participants became
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distracted, we prompted them to understand why, what was interesting, and whether

they wanted to modify or change their question based on what they saw. Some partici-

pants took the opportunity to continue with a new focus, and others would shift back to

their original question. Figure 5.4 outlines two representative data engagement interview

timelines for Participants P3 and P4 showing how this process typically unfolded.

Throughout our data engagement interviews, we found that many participants quickly

cycled between exploratory and goal-oriented engagement facilitated by the dynamic data

analysis afforded by the interview framework. When participants were presented with

new data, there was an immediate period of review and reflection, during which the

interviewers prompted the participants to reflect on their path to answering a question,

and to share how what they saw affected the way they thought. These reflexive prompts

led to more and different questions that encouraged the participants to give the data

analyst new directives, restarting the engagement cycle once again.

In all but one interview, the interviewers continued eliciting cycles of engagement until

the participants reached at least one satisfying answer to one of their questions; in these in-

terviews, the interviewers wrapped up the discussion once they reached the participants’

time or energy limit. In the one interview that did not reach a satisfying answer on the part

of the participant, the interviewers wrapped up once they reached saturation and were no

longer extracting new information from their engagement prompts.

5.5.6 Engagement prompts

Our engagement prompts throughout the interviews served four purposes. First, we

used prompts to encourage and elicit data engagements: So, with the data we have, is there

anything that you would want to see now? What do you want to see next? Does this data

match what you thought you would see? What is important to you from this result? Second,

we prompted participants about their analysis strategies to gain insights for the design of

a future visual analysis tool: How confident are you that something like this gets at what you

wanted to know? Does this satisfy the question you have? Based on all of the data you’ve seen, how

do you feel it addressed the question you had at the beginning?
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Figure 5.4. Examples of the data engagement interview timeline for P3 (top), and P4 (bottom). These timelines include visualizations
created by the analyst, and summarize the conversational flow between the interviewers and participant. The gray dots are spaced at
15-minute intervals. Higher resolution versions are available on the data engagement interview website [134].
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Third, we reserved our final engagement prompt to collect observational data on people’s

operationalization abilities: Knowing what you know right now, how would you use your data if

you had to go back and do this again? Fourth, we prompted participants to give feedback on

the data engagement interview method: How was this process for you? How was interacting

with the data analyst? Did anything feel too slow or rushed?

5.6 Interview framework outcomes
This section reports on our observed data engagement interview outcomes across seven

primary participants. These outcomes speak to the interview’s strengths at engaging

and teaching participants through data analysis, teaching researchers through observing

participants, and supporting the design and outcomes of personal data studies.

5.6.1 What participants say versus what they do

There is often a (big) difference between what people say they want to do with tech-

nology, and what they actually do when given the opportunity [167]. In almost every

data engagement interview we conducted, we observed participants asking unanticipated

questions and approaching their analysis in unexpected ways once they began to actively

engage with their data.

For example, at the start of P4’s interview, she stated her interest to understand how

her family’s indoor air quality might have affected her daughter’s asthma. She said she

wanted to overlay periods of data that contained spikes with her daughter’s self-tracked

asthma data. The analyst began by pulling up an initial overview of her data:

Interviewer: Based on what you wanted to see, how would you like to use this
data to answer your question?

P4: Actually, now that I’m looking at [the data], I would also like to see how
[spikes in the bedroom] correlate to, for example, vacuuming or something.

P4 noticed spikes in the data stream from the sensor in her daughter’s bedroom that

were much larger than readings from the other sensors. This realization pivoted the

interview toward exploring the sources of various spikes and how they correlated (or not)

across the various sensors in her deployment. From this comparative analysis task, she

learned that certain types of cleaning activities impacted her air quality more than others,

which led to a broader conversation on alternative goals and more questions.
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Curiosity and surprise also triggered other participants to alter their goals, exposing

a possibly more authentic portrayal of what they wanted to do, and could do, with their

data. At the start of P3’s interview, she told us she wanted to get a sense of whether the

air quality in her home was good or bad, and what changes she could make to improve

her home’s air quality. She initially stated that she wanted to look at large spikes and their

annotations to find possible patterns. While exploring her data, however, an especially

prominent spike captured P3’s attention:

P3: Okay. Wait, go back one more. That one, I want to see that one, because
that’s weird.

At this point, P3 switched from an exploratory engagement to one that was goal-

oriented in attempt identify the source of this specific unannotated event. She went on to

identify other interesting spikes that had gone unannotated and realized that answering

her questions relied on richly annotated data, prompting frustration that she had not been

more diligent in self-tracking events during the deployment.

Participants’ interests occasionally even contradicted their own stated goals within the

same interview:

Interviewer: Would you ever look back to see when you were sick and look at
the air quality then?

P5: No, it would just be for right then, on demand.

[...Loads data showing previous spikes...]

P5: Okay, that’s pretty interesting. That makes me wonder if it was all through
the house [...] That’s a question that I have, was that at that same time I was
sick?

P5’s stated interest to review his indoor air quality had always been motivated by

wanting to know what was happening around him in the moment [3]. The process of

reviewing his data, however, made him engage deeply with exploring the source and

potential health impact of an earlier pattern of late-night spikes, going against his claim

minutes earlier about his disinterest in retrospective analysis.

Providing feedback on data without actively engaging with it required our participants

to imagine how their data may support their goals, or which aspects they suspected

would be relevant or interesting to review. Counter to other research techniques that

do not incorporate personal data, our observations from conducting data engagement
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interviews illustrate how directly engaging with personal data can refocus participants’

attention, resulting sometimes in new and different goals.

In personal informatics studies, this difference between what people say and do is

a critical one when trying to understand how access to data can impact people’s lives.

Without an understanding of what people actually do, researchers and practitioners run

the risk of designing tools for the wrong tasks, misunderstanding people’s relationship

with their data, and missing opportunities to support people in making positive changes

in their lives.

5.6.2 Data engagement interviews can be engaging

All seven of our data engagement interviews were successful in getting participants

to actively and productively engage with their data. In most cases, participants readily

hopped into the engagement cycle and began directing the data analyst. In two inter-

views, however, the participants required a significant amount of initial prompting by the

interviewers to really engage with their data.

One example of this reluctance was the interview with P4, who had been much less

engaged during her deployment than other participants [3], and did not come prepared

with a question for her data engagement interview. When discussing her goals with P4a,

who made a brief appearance in P4’s interview, she described her overall detachment from

the process:

P4: I was not well prepared. You can do a better job. Here’s the questions. You
can see how much I wrote. [points to blank page]

The interviewers were undeterred and discussed aspects of P4’s deployment that

they knew were important to her. Despite her unpreparedness, reviewing her data and

annotations reminded P4 of the challenges she faced with managing P4a’s health. By the

end of the interview, P4 was actively engaging with her data to explore what role her

indoor air quality may have played in impacting P4a’s health. During the wrap-up phase,

she apologized for her initial reluctance at the start of the interview and said:

P4: I know I wasn’t really well prepared. [...] I kind of forgot our ultimate
reasons for doing it. But looking over these things, I remember now what we
were dealing with two years ago. Like I said, I had kind of forgotten about that,
but looking at this, I do remember the struggles we were having and what we
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were trying to do to figure things out. And having this information back then
probably would’ve been very helpful.

P4’s distance from the initial deployment made her forget many of her goals for

participating, but her ability to directly engage with her data surfaced several memories

and quickly led to multiple questions, ultimately providing her with valuable insights. P4

even quipped at the end of her interview that she had lost track of which question we were

working on from having posed so many.

The data engagement interviews were also successful in engaging new members

of the participating families. During the deployment stage (S1), both the interactions

with the air quality monitoring systems and the interviews were predominately led

by a single, primary caretaker in the home [3]. Postdeployment interviews confirmed

these disengagements:

Interviewer: Could you describe your level of involvement with the [deploy-
ment]?

P1-S: Minimally. If the app crashes, I’ll turn it back on. If I see a big spike, I’ll
ask [P1] about it. But I’m not doing anything differently because of it.

Family members like P1-S attributed their indifference to not being personally affected

by air quality, not having the interest or time to engage with their air quality system, or the

distribution of labor within the home.

During the data engagement interview with P1, however, P1-S entered the room and

stopped to look at the data:

P1-S: So it looks like inside gets worse than outside.

P1: It’s hard to tell...

P1-S: But everything spiked.

P1-S proceeded to pull up a chair and take part in the rest of the interview, directing

the analyst to review indoor air quality spikes as a way of comparing their indoor and

outdoor air quality. A similar engagement happened with P2’s husband during her data

engagement interview.

The involvement of P1-S and P2-S in the data engagement interviews surprised us,

as we had made considerable efforts to engage multiple family members during the

initial system deployments and again in postdeployment interviews, but with limited

success [3]. Making the families’ personal data accessible and analyzable through this
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interview framework succeeded in generating more interest and broader family engage-

ment than our previous traditional deployment and interview practices. Effecting this

level of engagement with participants and previously disengaged family members lends

further evidence of data engagement interviews’ promise, both as a research method and

an outreach tool for generating interest with personal data.

5.6.3 Engagements can teach participants new things

During data engagement interviews, many of the participants learned new things

about their home’s air quality, acquired new data analysis insights, and became more

confident in their analysis skills. For example, while reviewing data during the interview,

P1-S — who had not engaged with the data during the initial deployment — voiced a

strong opinion that his home’s indoor air quality was quite poor. P1, looking at the same

data, drew different conclusions. This disconnect between P1 and P1-S’s interpretations

led to a broader discussion between the two of them on how the deployed sensors mea-

sured air quality data, and how to interpret those measurements. P1-S directed the analyst

throughout the conversation to process and display the data in a variety of ways, which P1

used to explain differences between how personal activities affect their indoor air quality,

compared to how outside air quality conditions influence the air quality inside their home.

Eventually, P1-S and P1 arrived at a shared understanding, backed up by the data:

P1-S: It looks like ... Maybe I was wrong, okay. I was just curious, because
we hear that all the time ... They’re just like, “Stay indoors. It’s bad outside.”
But then I’ve seen way more spikes indoors than I would’ve guessed. I’m just
curious if, even if you’re indoors with all the windows closed, do you still see
a spike indoors on the bad [outdoor] days?

In this situation, the ability to jointly engage with data resulted in a productive conver-

sation between participants, resulting in P1-S broadening his understanding of air quality,

revising his position, and eventually articulating a more actionable question to explore.

Working closely with data led other participants to recognize analysis limitations when

trying to correlate data collected over different timescales. P2-S directed the analyst to

overlay air quality measurements from real-time sensors to P2’s self-tracked and weekly

aggregated asthma survey scores:
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P2-S: Maybe you could see trailing [asthma results]. Like if there were high
[air quality spikes] on Monday, maybe Tuesday your [asthma] values would
just suck [...but these surveys are] weekly, so you couldn’t really tell.

P3 describes a similar limitation:

P3: If he has an asthma attack and there was a spike in the kitchen, if I’m using
weekly [asthma] data, I’m not sure I can correlate the spike with his asthma,
because maybe it was when he was camping, but I might not know when I
come back and look at the information.

Whereas P2-S identifies limitations of trying to attribute specific real-time events with a

highly aggregated score, P3 identifies the problem of correlating two different data sources

without contextual information that would indicate whether these sources do indeed have

a dependency. Both of these realizations came from directly engaging with the data and

were unprompted from the interviewers. Our previous participant interviews in S1 had

recorded their frequent requests to compare and correlate air quality data to health data,

yet it was not until participants directly attempted this comparison that they realized in-

herent challenges that come from working with diverse and independently collected data.

Other participants learned that data analysis was not as daunting as they assumed it

would be. Given P4’s general lack of engagement throughout the deployment stage of our

longitudinal study, we were surprised to find her engaging and directing the analyst by the

end of her data engagement interview. In spite of her initial lack of confidence or interest

for engaging her data, she felt more comfortable in her ability to engage and analyze her

own data by the end:

Interviewer: Seeing the data in this way, how confident do you feel being able
to draw some of these conclusions?

P4: I think I could probably do it. For me it would be more a matter of how
simple the program is. I am very bad with computers, so it would have to be
very simple. But maybe just talking about it, just using this information and
applying it, I could do that. It doesn’t seem hard.

Despite P4’s initial lack of confidence, working with an analyst helped her to develop

a sense of competence that she may not have acquired through use of a custom system.

We attribute this change of behavior to lowering the analysis barrier, and allowing P4 to

focus on her data and what it could show her, rather than the analytic steps or perceived

skill required to show it. In fact, all participants appreciated working directly with an

analyst, and often remarked how this collaboration helped make the process, and their

data, more understandable:
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P2: I think because we were working together it wasn’t confusing, and you told
me what was going to change. [...] it was helpful that you asked me to organize
it, otherwise I would be like... this doesn’t matter to me, why would I look at
this, you know?

P4a felt similarly:

P4a: If you just showed me all this stuff, I’d be very confused. But with [the
analyst], I think it helps people understand it better [...] I think it’s a very
flexible way for you guys to cooperate with the participants, and say like, “Is
that what you’re asking about?” And then answering the questions about that.

The interview process also impressed our more analytically experienced P5:

P5: Overall, being able to see [my data], especially interacting with the ques-
tions, was kind of cool. I thought it was kind of cool to be able to actually have
a question, and look at [the data]. [The analyst] changed four words, and three
numbers, and boom, boom, boom, and there [is the answer]. That was pretty
awesome, actually.

These observations lend evidence that collaborations with a dedicated analyst can help

participants to critically engage with their personal data in data engagement interviews,

and that these engagements can benefit participants’ sensemaking, problem solving, and

overall sense of agency. These benefits also advance our own research goal to observe how

to help people gain insights from their personal data.

5.6.4 Engagements can teach researchers new things

As a team of visualization and personal informatics researchers, we conducted our

data engagement interviews with the research intent of acquiring design requirements

for a future visual analysis system that could support people in analyzing their personal

data. Analyzing these interviews revealed a wealth of new insights into the challenges and

opportunities for visualization design. We report in detail on those insights in a companion

paper [1]; here, we briefly summarize a few of our findings and their implications for

visualization design to illustrate the usefulness of data engagement interviews for gaining

research insights. We encourage readers to see our companion paper for more detailed

validation of the utility of the data engagement interview method.

Given our study context of asthmatic families monitoring their indoor air quality, we

approached our participants’ data engagement interviews in a serious and goal-oriented

way, expecting they would as well. Once our participants began engaging with their

data, however, we observed that they became playful with how they recounted their
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deployments, and were quick to joke about previous annotations, many around cooking

and burning food:

P1: It’s funny, I kind of did start putting in snarky remarks in some of the
comments, you probably noticed. ‘Cause there was a while that my oven had
burnt pizza on the bottom and every time we would turn the oven on [the
system] was like “HEY!! HEY!! HEY!!” and, yep, still haven’t cleaned my
oven. You wanna come clean my oven? ’Cause I still haven’t cleaned my oven.
[laughs]

Similarly, for P3:

P3: We did the same thing over and over again. Bacon. [laughs] I think that
like 90% of our annotations are probably bacon. I like bacon! [laughs]

During the interview, P3’s playful interest in bacon transitioned into a broader explo-

ration of her cooking habits. This exploration provided P3 with a more holistic view of

what was causing poor indoor air quality in her home:

P3: I remember making the connection between the olive oil and the [spikes].
And I also knew that it was kind of every time we cooked bacon there was a
[spike]. But I guess I didn’t realize how many of them, overall, were actually
cooking episodes... Like “cooking pancakes,” “cooking eggs,” “[my daughter]
burning the tortillas.” It’s all cooking.

P3 and other participants used play as a mechanism to dive more deeply into their data,

which frequently led them to serendipitous discoveries. This type of playful and serendipi-

tous engagement is understudied and undervalued in visualization research, perhaps due

to a decades-long framing of visualization as a vehicle for cognitive amplification and

insight generation [168]. Instead, most visual analysis tools are designed for goal-oriented

behaviors [19], [169], [170]. Our findings suggest that prioritizing play and serendipity in

the design of new systems could lead to innovative ways to support people in engaging

with personal data.

As we discussed in Section 5.6.3, directly engaging with personal data during data

engagement interviews helped all our participants learn new things, and in some cases

increased their confidence for doing so. Yet, when we asked them directly at the end of the

interviews how likely they would be to analyze their data on their own, all but P4a – our

youngest participant – were reluctant to do so. Asthmatic parents, and parents of asthmatic

children, live lives full of responsibilities. We witnessed this during our interview with P1,

whose parenting and household routines left little time for exploring or analyzing her

personal data:



91

P1: As a busy mom with small children, having to just... [video game noises in
the background]

Interviewer: You’re busy?

P1: Yeah, busy! Obviously! With herding small people [laughs]. For me... it’s
interesting... I just don’t have the time to sit down and look through all the
numbers, and do all that stuff.

For P2, her reluctance stemmed from a concern about medical implications:

P2: I don’t know that I would ever just pull it up and look at it for data’s sake,
if that makes sense? I’m not a numbers person, I’m not a computers person. If
I can look something up and say, ”hey, I see this pattern,” I can take it back to
my doctor and talk about that there, and maybe that helps change a treatment
plan, or whatever ... I could see myself doing that.

In this case, P2’s hesitation came from the potential health risk of doing something

wrong, and preferring instead to have her doctor interpret her data, rather than risk

drawing those conclusions herself.

We were surprised by our participants’ lack of enthusiasm for a visual analysis tool

that would enable them to perform the same types of analysis they had engaged with

during their interviews given the productive and positive outcomes of those interviews.

Furthermore, if we were unable to motivate tool-usage by asthmatics living in an area that

frequently experiences some of the worst air quality in the country [171], we wondered

how hard it might be to motivate other people living in less dire circumstances. The success

of the data engagement interviews with our participants, however, points to opportunities

to focus visualization research efforts on designing collaborative social systems rather than

just tools.

Chapter 6 expands on these two ideas – designing for play, and designing social

systems – and presents more results from analyzing our data engagement interviews. The

interviews provided us with new insights into how we might build future visual analysis

tools and systems that help people to engage with their data. We provide the summary

here as evidence for the efficacy of data engagement interviews as a research method.

5.6.5 Seeing the value of self-tracking

Like many personal informatics domains, our specific context — asthmatic families

living with an indoor air quality monitoring system — includes self-tracked data. These

data include participant-provided annotations of household activities, such as vacuuming
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and cooking, and a daily survey that tracked the respiratory health of the asthmatic family

members. Although most of our participants maintained a high degree of self-tracking

compliance throughout their deployments [3], several of them still found the quality of

their data lacking when they tried to make use of it during the interview:

P3: It kind of frustrates me. It would make me want to go back now, knowing
that I could have it all, I would be more vigilant about [annotating]. Because I
kind of get lax about it. Then I’d be [annotating more] so that I could use that
to cross-reference stuff.

In this case, P3 realized how the lack of content in some of her annotations failed to

support the kinds of correlations she was looking to make with her health data.

P6 experienced a similar issue when attempting to use his health survey data to

determine whether his home’s air quality affected his asthma, but was unable to do so

because of his irregular and inaccurate survey responses:

P6: You know a lot of [the value] is dependent on good sensors and then good
data I’m inputting. Knowing how it can be done is going to motivate me to
pay more attention to those [survey questions]. Because moving forward, if
this is an opportunity to get my raw data, I’m not going to want to see just a
bunch of fives. Like there’s no way in January, December, I was that fine every
week. That to me is just nothing but laziness on my part... Knowing that the
information is retrievable motivates me to want to provide more accurate data.

Through engaging their data during the interview, P3 and P6 came to understand

that their self-tracked data are valuable only when they commit to tracking regularly,

accurately, and richly. Even the least compliant self-tracker among our participants came

to understand the value of her data during the data engagement interview:

P4: I remember we got a little tired of all the [annotating] and now I feel bad I
didn’t respond more because I can see how you use this.

Although we performed these interviews after the participants’ deployments had

ended, and thus cannot say that the motivation they exhibited during the interview

would translate to better self-tracking, we speculate that conducting data engagement

interviews early in a study could motivate participants to better comply with self-tracking.

Motivating and maintaining self-tracking is a balance of lowering barriers to reduce

capture burden [28], [172] or tracking fatigue [25] while maintaining enough engagement

to not lose a sense of responsibility to the tracking process [173]. Motivation is directly

related to people’s willingness to track [174], making data engagement interviews a useful
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technique for engaging participants to improve or maintain their self-tracking habit once

they see how useful their data can be.

5.6.6 Improving field deployments

Our field deployment design included an alert system that sent a text message to our

primary participants when the air quality monitoring system detected a spike in their

indoor air quality. We developed this alert system primarily as a mechanism to encourage

annotation — the participants could respond to an alert-text with a short message about

any potentially correlated activities occurring in their home. As the alerts were meant to

elicit a response by the participants, we created rules that would turn off alerts during

nighttime hours.

Ahead of the data engagement interview with P5, we knew that he had been using the

air quality data to hold his family members accountable for impacting their home’s indoor

environment [3]. We learned during the interview that he had greater asthma symptoms

at night, which motivated him to direct the data analyst to look at air quality sensor data

and annotations during nighttime hours. He found, however, that nighttime annotations

were missing:

P5: Well, if we [had the data], I could say okay, who was out in the kitchen
cooking because [my son] likes to cook late night snacks, sometimes. But, I
guess we won’t be able to get there.

Although it seemed reasonable to enact text alert rules based on our assumptions

of normative family dynamics at the time of designing our field deployment, our as-

sumptions denied P5 opportunities to sufficiently self-track. Worse still, our assumptions

and decisions caused P5 to develop an incomplete awareness of his indoor air quality

by not alerting him to many nighttime air quality spikes, which he was surprised to

observe during the data engagement interview. Had we performed this data engagement

interview early in the deployment, we could have modified our texting rules to better

accommodate P5’s family dynamics, and enabled him to be aware and make an effort to

investigate their cause. We speculate that other field deployments would similarly benefit

from using data engagement interviews early in a deployment to challenge normative

assumptions built into deployed technology.
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5.7 Discussion
Our case study outcomes lend evidence that data engagement interviews can engage

people with their personal data in analytic contexts (Section 5.6.2;). teach participants

new things through their engagements (Section 5.6.3); motivate the value of self-tracking

by showing people how they can use their data (Section 5.6.5); and improve our own

understanding of how to better design for users’ needs (Sections 5.6.6, 5.6.4). Where our

previous high-level participatory workshop feedback was related to things participants

imagined wanting to do, our choice to incorporate personal data as a core design element

in our interviews helped us to directly observe what our participants actually did with

their data (Section 5.6.1). We speculate that these outcomes more broadly position this

interview method as a viable interview technique for personal informatics and visual

analytics research.

5.7.1 Flexible, to a point

During our data engagement interviews, we strove to create the illusion that any

analysis was possible, that it could be done in real-time, and that it was made to order for

our participants. In practice, however, data analysis is often not an instant-answer kind

of endeavor [46], [175]. The analysis tasks within our data engagement interviews were

often nearly real-time due to our data preprocessing and prepared scripts based on the

kinds of questions we anticipated our participants might ask. In spite of this preparation,

participants still managed to pose questions that surprised us. In some ways, this was

a victory — despite all of our previous efforts to find out what they wanted from their

data, data engagement interviews still yielded new kinds of questions. Yet, some of

these questions also slowed our analysis down to a crawl and shattered the real-time data

analysis illusion.

When these situations arose in our sessions — as they did with P2 P3, P4a, and P5 — we

did not have a predefined plan for how to respond. These breakdowns emerged when

attempting analysis tasks that required additional or unexpected data processing, such as

aggregation in ways that underlying data organization made difficult, or attempting to

answer questions that sat at the outer reaches of what was possible with the participants’

available data. We speculate that these challenges stem from a need to reformat data on



95

the fly, or a lack of access to relevant data in the limited time available for participants’

interviews. When encountering these lulls, interviewers filled this downtime by leaning

on interview engagement prompts to have the participants anticipate or reflect on what the

answer could be, while the analyst wrangled with the data. In some of these cases, however,

it became obvious that we were stalling, and some participants even apologized for asking

the analyst to do something “hard.” Based on our experiences, we encourage interviewers

to have a plan for what to do when the data analysis requires time. One suggestion is to

cut short certain analytic pathways or reject the question outright if interviewers suspect

they will not be productive. If a participant is a long-term participant, another approach

is to work on the analysis postinterview and bring it to the participant later. Having a

plan ready for these circumstances can help reduce the chance of taking the interview

participant out of a collaborative or analytic head space, or disrupting the data engagement

interview flow.

5.7.2 Two interviewers are (probably) better

Our decision to include two interviewers on the interview team was rooted in our

concerns about the complexities of data engagement interviews from the interviewer

perspective. We anticipated that a single interviewer may find it difficult to remain deeply

engaged in both the data analysis process and guidance of a participant, as well as keeping

track of the larger interview direction. Adding a second interviewer to our interview

team eased the interviewer burdens in our data engagement interviews and allowed one

interviewer to lead the discussion and maintain engagement with the participant, with

the second interviewer ensuring the goals of the interview were met and calling attention

to anything interesting or surprising the first interviewer may have missed. Our pair

of interviewers were also able to discuss their insights and reflections with each other

postinterview, and did so as they drove back to their lab from each participant’s home. We

speculate this pair interviewer approach has the potential to not only increase the quality

of findings, but also improve rapport with participants [153].

In some circumstances, however, a second interviewer may be considered a liability.

Examples of this include instances where multiple interviewers may intimidate some

participants, such as when engaging sensitive populations or research topics. Thus, the
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decision to utilize two interviewers hinges on whether these potential interpersonal effects

outweigh the benefits of sharing interview tasks. For data engagement interviews, we sus-

pect that the complexity of the interview protocol necessitates a pair interviewer, but that

the interview team should consider ways to reduce negative effects such as intentionally

diversifying the team.

5.7.3 Empowerment

Prior to conducting data engagement interviews, we had struggled to engage other

family members throughout our data collection and deployment phases. We report in

previous work that this lack of engagement was driven by a division of labor within

the home and a general lack of interest from nonasthmatic family members [3]. Using

data engagement interviews, however, we were able to motivate previously disengaged

family members (P1-S, P2-S) to participate in our study. Based on these outcomes, we

speculate that it may be possible to advantageously use data engagement interviews for

purposefully motivating disengaged participants or family members.

Although we were able to use these interviews to motivate and engage more people

than at previous times in our longitudinal study, not everyone was equally empowered.

Many of our female participants expressed low confidence in their participation (P1, P2,

P4, P4a), whereas male perspectives were more confident and outspoken (P1-S, P2-S, P5,

P6). We see this shift as potentially rooted in traditional gender role stereotypes associating

a feminine identity with caregiving and a masculine identity with math, data analysis,

and computing. Similar dynamics exist in the context of smart homes, where incorpo-

rating a technological component into household maintenance shifts domestic attitudes

toward “default to the ‘household expert’,” who is typically male [176]. Data engagement

interviews with P1 and P2 reflected these dynamics by soliciting, or complying with, their

husbands’ priorities. This deference stands to alter the interview dynamics and may have

obscured P1 and P2’s perspectives. Being aware of these interpersonal dynamics can help

researchers plan their own data engagement interviews and purposefully guard against

collecting or propagating normative views in the design of new data analysis tools. In this

vein, fielding a more diverse interview team may help researchers motivate and engage
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with traditionally disempowered perspectives, and offers another advantage for having

multiple interviewers for this method.

5.7.4 A way for improving experimental design

The benefits of data engagement interviews have so far focused on its ability to explore

what personal data can show or say. This interview method, however, can also be used to

identify improvements for study or experimental designs. Performing data engagement

interviews earlier in a design study can capture valuable observational data on what

participants do and how they think to do it. These data can then allow researchers to

more quickly learn about participants’ habits apart from any assumptions or self-reports

and further refine a candidate designs to better fit participants’ lives and routines. In

our case study, waiting to conduct our data engagement interviews ultimately prevented

us from correcting a design assumption that kept P5 from receiving system alerts from

unusual late night spike activity in his home deployment. Performing these interviews

sooner would have allowed us to iterate on our messaging protocol, allow P5 to annotate

these phenomena, and enable us to collect more detailed deployment data. Deciding to

integrate data engagement interviews as part of an experimental design protocol can help

researchers improve the quality and quantity of ecologically valid observational data over

the course of a study.

5.7.5 Transferability

We conducted data engagement interviews with a small number of participants work-

ing with indoor air quality data, but speculate that this method can transfer more broadly

to other personal informatics domains. This interview framework is not tied to any one

kind of personal data, and so this approach can be tailored for various research objectives

related to how people review and learn from their data. Data engagement interviews allow

participants to apply their own lived experiences to identify, direct, and prioritize analytic

tasks for their own particular needs. Free from this responsibility, researchers can focus

on using the engagement cycle to strategically prompt participants and capture relevant

research insights. We speculate this method can be applied in design contexts to capture

more actionable and accurate feedback early in research design studies; for helping every-

day people to better understand and interpret real-world data processing and interpreta-



98

tion by work through basic analysis tasks using their data; or as a hands-on educational

tool for motivating self-trackers to improve or persist in their tracking regimen.

Data engagement interviews can excel at uncovering how people engage with and

analyze data if they have some knowledge about the context of that data, regardless of

their backgrounds or analysis expertise. This strength especially lends itself to personal

informatics research, where people are experts on their own lives by definition, but often

do not have analysis expertise. For the data engagement interview to work well, the

data sets need to be rich enough that they lend themselves to analysis tasks, and the

data should either be quantitative or easily quantifiable. Some quantitative data sets,

however, will be too dense or complex for the analyst to work with in real time while

the researcher keeps the participant engaged. For example, accelerometer measurements

may be difficult to engage in this context but, if processed into step counts, these data are

likely to be engaging.

Although our access to various data sources and manually annotated data helped us

to flexibly process participants’ data in our interviews, this is not a requirement for suc-

cessfully performing data engagement interviews. Instead, we observed that participant

interest plays a greater factor for successfully completing data engagement interviews.

We speculate that this interview method is less likely to be useful in situations where the

participant has limited or no familiarity with the context of the data, where they genuinely

do not care about the data, or where the data do not lend itself to quantitative analysis. Our

participants’ engagement came from their curiosity to review annotated personal data,

though motivation to review data in a specific application domain – annotated or not – may

be sufficient provided the data is legible to the participant. Answering research questions,

however, about whether or how participants would engage with the data on their own

may also be difficult given the context of the data engagement interviews being so different

from the circumstances they would encounter if they were engaging with their data alone.

Data engagement interviews are a new and different tool in the toolbox of HCI meth-

ods, including those typically used in personal informatics. The most common method

for personal informatics research to this point has been more traditional semistructured

interviews [15], occasionally also presenting collected personal data. With interviews,

researchers and participants are constrained by the representations and analysis that are
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available, thus limiting the ability to engage with the data interactively in real time.

Participatory design methods are another approach to eliciting needs. These methods

share an aspect of interactive engagement, where the participant is an expert. However,

they also tend to focus on the goal that there is a tool being designed, rather that the

immediate task of engaging the data. In contrast, one takeaway from our results was that

perhaps designing a tool is not the best approach for this specific user context. It is difficult

to imagine arriving at a similar conclusion with a participatory design framing.

Data engagement interviews share some similarities with the think aloud method.

Both ask participants to provide step by step explanations of their thought process for

accomplishing a task — in our case exploring their data set. However, think alouds

involve a participant using an interface without external support or intervention while

a researcher observes. Data engagement interviews are distinct from this approach, which

requires that participants interact with the analyst and the interviewer, rather than solely

interacting with an interface. The standard Wizard of Oz [152] approach is another similar

method that presents an interface to a participant, which is actually powered by a human

“behind the curtain.” In the case of data engagement interviews, no interface has been

designed; the analyst is the interface, and no clear reason exists to hide them away.

Data engagement interviews draw heavily on the success and value of pair analytics

[148], but with the key difference that pair analytics requires both the domain expert

and the analyst to have similar levels of analytic and computational expertise in order

to productively work through a task. Work by Grammel et al. [58] describe a similar

approach using commercial visualization software and a dedicated operator to study how

visualization novices construct visualizations. Their work uses fictionalized sales data to

reduce participants’ familiarity or preconceived ideas about data while data engagement

interviews are specifically designed to incorporate a participants’ own data and leverage

their lived experience for capturing how they engage with personal data. The addition of

data engagement interviews to the HCI toolbox enables research and data collection with

greater flexibility than adjacent methods by eliminating the need for a participant-facing

interface or for participant analytic capabilities.
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5.8 Limitations
Although we argue that data engagement interviews can afford a more authentic view

of people’s personal data engagements across a range of contexts, we acknowledge the

potential limitations to the ecological validity of our observations. We speculate that

participants’ data engagement interviews will have lasting effects for how they think

of their data and behaviors, yet more work is needed to explore how data engagement

interviews might influence long-term behavior change. Furthermore, despite showing

evidence that these interviews advanced our broader research goals to help participants

learn more about their data, the observations of this work are limited to the specific

contexts and circumstances from conducting seven data engagement interviews with a

small and specialized user-group. Further validation of this interview framework will

require broader application in other situations, and comparison to alternative research

methods. We encourage others to use data engagement interviews and explore how this

method can be applied in other personal informatics use cases.

Whereas we advocate for a three-person team of two interviewers and one data analyst

to improve the efficacy of data engagement interviews, we recognize that this team size

may pose challenges from an overemphasized power imbalance through disparities in

gender, race, numeracy, or socioeconomic status. Examples in this work include our

all-male interview team interviewing female participants on their own, or our participants

with limited data analysis experiences directing a graduate-educated analyst. These

circumstances may have caused some participants to feel less willing to openly discuss

their thought processes or analysis ideas, potentially preventing our observational data

from accurately reflecting how people might engage with data on their own, or with

one another, outside our study context. We encourage other research teams conducting

data engagement interviews to be mindful of the trade-off between interview efficacy and

power dynamics, and to consider ways to diversify the interview team as a mechanism to

reduce possible imbalances.

Finally, conducting data engagement interviews benefits from having a trained data

analyst. This suggestion can pose challenges for conducting this method in more remote

or underdeveloped locations where it may be difficult to find a suitable candidates to fill

this role. As a result, this approach may not scale as broadly as other interview methods



101

or deployed analysis tools. Further research could explore whether remote collaborations

are a suitable replacement for an in-person analyst.

5.9 Conclusion
This chapter presents the data engagement interview: an interview method that sup-

ports people to deeply engage with personal data. The data engagement interview strikes

a balance between the flexible, lightweight user engagement approaches that do not

incorporate personal data, and the more custom, heavyweight analytic tools requiring

significant design overhead. We outline a general framework for conducting these inter-

views, and present a case study from performing seven data engagement interviews with

our study participants. We speculate that data engagement interviews can be extended

beyond working with personal air quality data, and be applicable across many different

personal informatics domains. For future work, we are interested in conducting data

engagement interviews in other contexts, and to continue mining our rich interview results

for designing future tools and techniques that support people in analyzing indoor air

quality data.

This chapter also reflects the central theme of this dissertation. After finding a lack

of guidance for engaging people with personal data, the absence of suitable methods

within the personal informatics and visualization communities motivated us to develop

and conduct the data engagement interview. Developing this interview method then

led to a closer look into why these fields had not offered such guidance. This targeted

literature review resulted in us identifying and defining the personal informatics analysis

gap. The next chapter focuses on what we can learn when engaging people with personal

data, and presents our results from analyzing participants’ data engagement interviews in

this context. In addition to these results, we also offer recommendations for conducting

visualization design research with the personal informatics analysis gap in mind.
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RESULTS AND DISCUSSION

This chapter presents the results from observing how participants engaged with their

indoor air quality data using the data engagement interview method. We report how

participants shared diverse goals and questions (Section 6.1.1), exhibited similar pat-

terns when exploring their data (Section 6.1.2), and engaged with their data in playful

ways (Section 6.1.3) that frequently led to serendipitous discoveries (Section 6.1.4), yet

remained reluctant to analyze data on their own (Section 6.1.5). The chapter ends with a

discussion of what these results can mean for designing future visual analysis tools and

systems (Section 6.2).

These results extend our data engagement interview findings (Section 5.6), and

emerged from the same analysis (Section 5.3.2). We supplemented this process with critical

feedback from our research group on the proposed implications for designing within the

personal informatics analysis gap, collected during practice presentations and research

pitch meetings. Based on this feedback, we conducted an additional round of affinity di-

agramming using participants’ analyzed transcripts to arrive at the results and discussion

points presented in this chapter. Our discussion points similarly evolved through several

conversations between researchers while we began to formalize the personal informatics

analysis gap [1].

In our discussion of these results, we propose three design recommendations that

contribute to the core findings of this dissertation. We recommend that visualization de-

signers focus on developing entry points into personal data (Section 6.2.1), prioritize play

as a first-class design criteria (Section 6.2.2), and reconsider normative tool development

in favor of more social and collaborative systems (Section 6.2.3). This shift away from

goal-oriented and task-based design toward more playful and ludic systems can transform
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how the visualization community approaches supporting people to flexibly analyze their

personal data.

6.1 Results
This section presents our results from analyzing participants’ data engagement inter-

views with a focus on what new things we can learn about their goals and workflows using

this method. These results illustrate the varied ways that our participants approached,

analyzed, and engaged with their personal data.

6.1.1 Diverse goals and questions

All our participating families received identical hardware, collected the same types of

measurements, and had the same interest in improving their families’ respiratory health.

Yet, despite these similarities, the specific questions our participants brought to their data

engagement interviews, and the types of insights they acquired, were surprisingly diverse.

Participants’ data analysis goals covered a myriad of topics:

P2: What’s going to be the best vacuum cleaner to help keep dust down?

P4a: I’d like to compare my data with other people’s data to see how people
were affected by outdoor air quality, near me or in the valley.

P5: Can I anticipate days I shouldn’t go outside?

P6: Should I move?

The analysis approaches the participants took were equally diverse. For example, P1’s

interest in reviewing her air quality data stemmed from wanting to understand whether

periods of poor outdoor air quality impacted her indoor air quality. These discussions

unfolded as she and her husband jointly explored data together, but became a broader con-

versation on indoor and outdoor air quality dynamics after witnessing how their personal

activities impacted their living spaces. In contrast, P3 and P4 each chose to step through

their air quality data spike-by-spike to see what annotations were associated with the most

prominent outliers. These explorations evolved into discussions about the proportions of

spikes associated with particular activities or locations. Reframing their air quality events

by faceting on their underlying properties changed the way both participants came to

see their indoor air quality. Finally, in a third example, P4a was less curious about her

air quality measurements and preferred to compare her weekly health survey responses
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against those of other participants. This comparison served as a mechanism to determine

whether her respiratory issues were more likely triggered by widespread environmental

conditions – which she presumed would equally affect other participants – as opposed to

personal behaviors, and affect only her.

Even though we collected questions and goals from only seven participants, their

diverse personal interests cover a wide range of analysis needs. The questions require

integrating data over different locations (Q: How does outdoor air quality compare across the

valley?); timescales (Q:What tends to be the worst time for my indoor air quality?); participants

(Q: How does my indoor air quality compare to other participants?); and data sources (Q: Can I

correlate my air quality data to my health surveys?). This diversity in analysis needs poses a

significant challenge for designing a tool that is capable of supporting them all.

6.1.2 Pattern of exploration

Despite the varied data streams and integrations that our participants’ diverse ques-

tions demanded, we did see a generalized pattern in how they explored their data. This

pattern was consistent regardless of their underlying motivations or enthusiasm, and often

first appeared after we brought up an overview of their data early in the interview:

Interviewer: What would you like to start with? What’s the first thing you
want to see?

P2: I’d like to just ... okay, let’s glance at this great, big, huge, orange [spike].
Did we mark what that was? If so, what was it?

Large and visibly prominent spikes were a common distraction when reviewing par-

ticipant data, and one of the most frequently requested features to explore:

P3: I think I would start with the bad peaks. I mean like this [spike] right here,
this [high magnitude spike]. Some of these higher ones.

Other outliers in the data also piqued participants’ interest, such as those in their self-

tracked health surveys:

P6: I’m really looking for any outliers in the [survey] results... Let’s look at that
big outlier on, I guess, in January.

or memories of notable air quality events:

P1: It might be easy to jump to a day like that, where we know 4th of July is
going to have fireworks.
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Seeing these outliers in their data motivated participants to pause or modify their

initial interview goals in favor of investigating the underlying events that caused them.

Throughout our interviews, participants would readily speculate about what might have

led to the data feature. For P3, this involved hypothesizing the role that local external air

quality events might play on her indoor air quality:

P3: That [spike] was a huge fire in Spanish Fork. You could smell it everywhere,
it was terrible.

P5 used his data to question whether the air quality impacts detected by separate

indoor air quality sensors might have extended to other locations in his home:

P5: That’s pretty interesting. [These spikes] make me wonder if it was all
through the house, the fact that they’re pretty similar.

Participants then asked to contextualize the data features with additional data streams

to help validate their speculations or better understand what they were seeing. For exam-

ple, both P2 and P3 wanted to use their text annotations to understand which behaviors

were influencing the indoor air quality spikes they noticed:

P2: I’d be curious to see what our annotations are on the highest spikes... think
you can do that?

P3: Being able to match my annotations with the larger spikes would be helpful
to find patterns.

For P5, however, reviewing his data uncovered unexpected late-night spikes that

emerged during the last week of his deployment, and he requested a different type of

contextualizing data stream:

P5: Can you overlay the temperatures? Outside, like the outside temp?

P5’s interest in incorporating his outside temperature measurements was a proxy for

determining whether these periodic spikes may have been due to his furnace kicking on

and off during cold temperatures.

As we analyzed participants’ interviews, we began to recognize a recurring pattern

regarding the sorts of data elements that caught their attention, and their method of

investigating these elements. The participants would: 1) discover a prominent feature in

their data, either through visual inspection or reflecting on their experiential knowledge;

2) determine if the feature warranted further inspection, and if so, attempt to correlate it



106

with features in other data streams; and 3) speculate about underlying factors and potential

behavior changes.

In her data engagement interview, participant P3 distinguished between health- or air

quality-motivated workflows, yet ultimately described the same exploration pattern:

P3: I mean this is an air quality thing, right? So if it were me, I would start with
the air quality. When am I having a spike? I would then look at the spikes,
and then from that I would try to correlate: On those days, what happened
to cause a spike? Was anybody ill? Did we have an asthma attack? And try
and do that. I think that’s the direction I would go, because I’m thinking of
it as an air quality thing. If it were sick thing [where] I’m trying to make [my
son] healthier, I think I would start with his asthma data, and then go the other
direction. So I think it just depends on which approach I would take.

This exploration pattern naturally emerged in all of our participant interviews, regard-

less of their prior preparation or motivation, and independent of whichever particular

feature they chose to enter their personal data. Air quality measurement spikes, key dates,

personal associations or memories, text annotations, and survey response outliers were

the most frequent subjects that drew the participants’ attention in their interviews.

6.1.3 Playful engagements

Our longitudinal study enrolled parents struggling to control the symptoms of severe

asthma in their children and themselves. They participated because of their hopes that

data about the air quality in their homes could improve the health of the asthmatics in their

households — a serious undertaking with clear implications for the health and well-being

of their families. Nonetheless, their engagements with the deployed system, and with their

data, led to numerous moments of play.

For example, some of the participants’ self-tracked annotations captured how repetitive

data entry gave way to playful antagonism toward their deployments and data entry. In

our interview with P4a, she admitted to her increasingly deprecating annotations about

her mom:

P4a: Towards the end I think I got a little more joke-y with it – “oh you know,
mamma’s been cooking again.” Before it was “mom burnt the chicken.” Now
it’s “nothing new is happening now!”

Similarly, P1 explained why some of her annotations personified the deployed system’s

alert mechanism:
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P1: We did start putting snarky remarks in some of the comments [laughs].
You probably noticed! There was a while where my oven had burnt pizza on
the bottom, and every time we turned the oven on [the alert] was like ”HEY!!
HEY!! HEY!!!” And I was just like “yep, still haven’t cleaned my oven! You
want to come clean my oven? ’Cause I still haven’t cleaned my oven.” [laughs]

Cooking annotations were prominent in each participants’ dataset and occupied the

majority of discussion around household behaviors, with a special focus on bacon:

P2: That’s me, burning the bacon.

similarly, for P5:

P5: Oh, and you have where I put in that we were cooking bacon: “Me cooking
bacon.“

and also P3:

P3: We did the same thing over and over again. Bacon. [laughs] I think that
90% of our annotations are probably bacon. I like bacon! [laughs]

P3 was especially amused to see how often bacon was present in her data, bringing it

up multiple times throughout her data engagement interview. These amusements turned

into deeper engagements with her data:

P3: I’m looking at [my data] and there’s a lot of bacon ... If I notice that
every single spike is because we’re cooking bacon, then I might think, is that a
problem? What is it that cooking bacon puts in the air? Is that a bad thing, or,
the smell’s a good thing, right? It’s a good thing.

Unlike most of the participants, P2 was much more difficult to engage in the data

review process due her lack of confidence in her analytic abilities, and a stated preference

for having medical professionals interpret her information. As the most severe asthmatic

in our study, P2 was also overly cautious about making any behavioral changes due to

the perceived consequences of incorrectly interpreting her data. These facts made it all the

more surprising when P2 also got drawn into her data through exploring her spikes and

cooking annotations. Like others, she, too, began cracking wry jokes about burning food

and cooking bacon:

P2: That’s me, burning the bacon ... I’m real good in the kitchen, I can tell you
that!

Every one of our data engagement interviews captured moments of play. Partici-

pants’ interpretations of what they were seeing in their data, filtered through their self-

deprecating, sarcastic humor, revealed insights into the challenges of balancing health with

other priorities:
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Interviewer: What’s interesting for you here?

Husband: ...my painting

P1: You were spraying [figurines] on the 23rd... Being a geek is hazardous to
your health!

Husband: Sorry, had a D&D coming up.

These exchanges illustrate the overall playfulness we witnessed when engaging people

with their data. This sense of play that emerged when exploring personal data highlights

a broader dynamic within each participant’s deployment. Our existing rapport, plus

the potential for seeing their data in new ways, made participants excited to dive into

their data and learn new things. This excitement manifested itself differently for each

participant, but a playful sense of curiosity helped pull people into their data and unpack

what they had to show.

6.1.4 Serendipitous discoveries

Participants’ concurrent enrollment in a national asthma study [2] and our own vi-

sualization design experience primed us to assume that they would be goal-oriented

when it came to engaging their data at each stage of the longitudinal study. Much of

what we observed in the data engagement interviews, however, was productive free-form

exploration, often facilitated by playful engagements.

For example, P3 used her annotations as a way to self-experiment with her cooking

habits to uncover which kind of cooking oil produced the fewest spikes during her de-

ployment [3]. During her data engagement interview, however, her playful interest in

bacon gave way to a broader exploration of her cooking habits. This exploration led P3 to

a different view of activities that affected her indoor air quality:

P3: I remember making the connection between the olive oil and the [spikes].
And I also knew that it was kind of every time we cooked bacon there was a
[spike]. But I guess I didn’t realize how many of them, overall, were actually
cooking episodes... Like “cooking pancakes,” “cooking eggs,” “[my daughter]
burning the tortillas.” It’s all cooking.

Most other participants also experienced similar realizations after idly exploring their

data. P4 came unprepared for her interview without considering what she wanted to

explore ahead of time. Yet, when reviewing her data during the interview, unexpected

spikes caught her attention:
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P4: It seems like most of [the spikes] are actually in [P4a’s] bedroom, which
surprised me.

In contrast, P5 came to the interview with the goal of finding connections between his

indoor air quality and respiratory health. However, unexpected spikes distracted him:

P5: Oh, and I have no idea what would be in the room making it that high.
Why would there be a spike in the bedroom, and not downstairs?

Following this discovery, he proceeded to spend over half of the interview attempting

to find possible sources of his mysterious, nightly indoor air quality spikes. P2, who was

the least willing to engage with her data, was also drawn in by reviewing spikes and their

annotations. She saw that many of her air quality spikes were from cooking, and she

became unexpectedly invested in understanding the extent of cooking spikes in her data:

P2: I bet that [spike] is cooking, too. If it’s not I’m going to be surprised.

The data engagement interviews gave participants the time and space to stumble

upon unexpected and surprising observations, often leading to new insights. Despite our

attempts to conduct goal-oriented analysis — by explicitly priming participants ahead of

each interview to discuss their analysis goals — the most productive outcomes came from

serendipitous discoveries.

6.1.5 Reluctance to personally analyze

Participants’ levels of engagement during their interviews — and throughout the

longitudinal study — were as varied as their questions. Some participants enthusiastically

engaged with their data, some were reluctant but still tenacious, and others were difficult

to motivate at all. Regardless of their level of engagement, however, every participant

stopped short of advocating for a tool that would allow them to analyze their data in

similar ways as the data engagement interview. We asked each participant how likely

they would be to use an idealized tool that offered the same flexible features. Other

than the teenage participant (P4a) who felt she “might use it,” all other participants were

pessimistic. P1 was too busy:

P1: As a busy mom with small children, I just don’t have the time.

P6 was less motivated:

P6: I could do it, I just don’t know how often I would.

and P2 preferred someone else do the interpretation, entirely:
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P2: I don’t know that I would ever just pull it up and look at it for data’s sake...
I can take it back to my doctor.

Participants’ reluctance to engage with personal data is consistent with findings in

other informatics disciplines. P2’s preference for having her personal health data inter-

preted by medical professionals echos similar findings in other chronic health management

research [177], and recent work shows even Division 1 collegiate athletes, with access to

vast stores of personal data and dedicated analysts, also resist engaging with their data for

various reasons [178]. Both these contexts bear a resemblance to our own participants’

circumstances as asthmatics living in a region that experiences some of the worst air

quality days in the world [179], lending evidence to broader, more complex challenges.

6.2 Discussion
This section reflects on the results gathered from participants’ data engagement inter-

views, and what these results can mean for future visualization design research. Based

on these outcomes, we present three design recommendations for how researchers can

further understand and bridge the personal informatics analysis gap: designing for entry

points into personal data, prioritizing play as a first-class design criteria, and reconsidering

normative analytic tool design in favor of more social or collaborative systems. We offer

these ideas as a starting point for thinking differently about how we design for personal

contexts, and to highlight the opportunities for the visualization community to make an

impact in this space.

6.2.1 Design for entry points

In Section 6.1.2, we discuss the common exploration patterns that we observed

throughout the data engagement interviews. Participants often fixated on the same kinds

of visually prominent features within their plotted data — like spikes or outliers —

as well as performing the same exploration tactics when engaging with their data, in

ways that bear a resemblance to established sense-making process models of intelligence

analysts [40]. Because participants shared these similarities regardless of their prior

preparation or general interest in reviewing their data, designing for these tendencies

could provide valuable insights into ways designers could make interfaces more engaging,

especially in personal contexts.
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These engagement and exploration patterns are examples of what the design com-

munity calls entry points [159], which are “a point of physical or intentional entry into

a design” [180]. Rogers et al. identify the utility of entry points for interactive interfaces,

recommending that designers incorporate them into their designs as a way to “think about

the coordination and sequencing of actions and the kinds of feedback to provide in relation

to how objects are positioned and structured at an interface” [181]. As an invitation to

action, entry points bear a resemblance to affordances [182], [183]. In the same way that

affordances indicate potential interaction mechanisms to users, entry points provide hints

for what can be done with engaging data [184].

As a concept, entry points describe an intuitive way for inviting users into a system

or interface. Google Maps, for example, uses a device’s location to generate an initial

view as a way to experience its interface. Recent visualization tools explicitly implement

entry points for investigating how people explore interactive visualizations [185], as well

to facilitate rich conversations and exploration, encourage engagement with data, and

make visualizations or datasets feel relevant to a wider audience [186]. These approaches

serve to help orient and engage people with unfamiliar tools or data sets [187], but the

visualization community has largely overlooked entry points as a formalized construct to

engage people with their personal data.

Existing theoretical work on entry points in the design community details how to

design entry points into a system. The design literature recommends establishing “points

of prospect” to give an overview of the different ways people can engage with their data,

and “progressive lures” to incrementally bring them into their data [180]. This approach

can lower barriers to entry and invite progressively deeper inspection. Data engagement

interviews [4] can also benefit from considering entry points as a design element by

helping to prioritize which analytic capabilities researchers should support.

Human-computer interaction research into entry points can also help with determining

the kinds of entry points different types of personal data may support. Tailoring interac-

tions that reflect how people think of a particular data source may help lure them in to

freely explore, and improve their overall chances for finding interesting parts of their data.

For example, Choe et al. support basic temporal cuts for reviewing logged physical activity

data within their Visualized Self web application [147], which users in their study found
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helpful and compelling. Time Lattice [188] generalizes this concept to support interactive

analysis and comparisons for large-scale and distributed sensor data over a broader set of

user-selectable constraints.

Entry points like these can allow for more meaningful exploration of self-tracked data

in the context of supporting comparisons for how personal data vary across specific

constraints or conditions, whether these are temporal (Q: What time of year is typically

worst for air quality?), geographic (Q: What part of the state has the best air quality?), relative

(Q:What’s the air quality like when other people are sick), absolute (Q: How many days were

above the red air quality cutoff?), or a mixture of these, and more. Systems supporting

these approaches stand to better reflect how people think of their data and their lives,

especially when compared to the static, linear time series plots typically provided for

reviewing personal data.

The ability to seek or see one’s self in data plays a significant role how people engage

with and experience visualizations [189]. More generally, any guidelines for develop-

ing engaging visualization systems will require a better understanding of what compels

someone to start exploring visualizations of their data. As a concept, entry points offer

a promising approach to help address the shortcomings behind the personal informatics

analysis gap. Understanding what users find interesting or engaging in their data can help

designers lower barriers and improve usability by identifying compelling entry points

into those datasets or visualizations. Furthermore, researching entry points in personal

contexts can help formalize ways people engage with personal data, along with common

priorities, interests, or data characteristics they find especially relevant across different

use-cases.

6.2.2 Design for play

We approached participants’ data engagement interviews with a goal-oriented mind-

set, expecting they would come prepared with their own goals and approaches for analyz-

ing their data. We asked participants to think about what they wanted to know about their

data ahead of their interviews, and we structured the start of the interview to probe their

specific questions. Despite our attempts to prime our participants, some were disinterested

in defining a goal and digging into their data, as detailed in Section 6.1.5.
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This lack of enthusiasm may have posed problems for more traditional, retrospective

think-aloud interview methods, but the opportunity to directly engage with their personal

data in the data engagement interview led each participant — even those who were pre-

pared with analytic goals — to quickly distract themselves in playful ways as we guided

them to examine their data. As we discussed in Section 6.1.4, participants preferred to

freely explore their data, but not in the ways the visualization literature describes data

exploration. Brehmer and Munzner’s task typology [170] defines exploration as “searching

for characteristics,” although explorations of our participants had less to do with clear

searching objectives, and more to do with stumbling into serendipitous discoveries. We

had attempted to promote a goal-oriented experience, but this playful and open-ended

exploration was what kept people engaged with their data, and what motivated them to

proceed through their interviews.

This type of playful engagement is traditionally overlooked in visualization research

in favor of more goal-oriented behavior. The visualization community’s focus on goals

perhaps comes as a consequence of a decades-long framing of visualization as a vehicle

for cognitive amplification and insight generation [168]. Fun and enjoyment are secondary

considerations, if they are considered at all. Prior work on ways to design for fun further

codify this prioritization with recommendations to consider fun and enjoyment only after

“the functionality and usability have been accommodated in the design“[169]. Our find-

ings provide evidence that people engage with their data in productive ways through play,

and lends support for prioritizing play as a first-class design requirement.

Play, and the dynamics that give rise to or influence play, have been studied at length in

human-computer interaction and design fields. Prior work shows people are likely to en-

gage in activities seen as fun or playful, such as interactive filters on social media [190], or

experiences that elicit curiosity from their ambiguous or unspecified outcomes [191],[192].

Designs that prioritize play and entertainment lead to more engaging experiences [193], as

do interfaces that are designed through processes that include situated play design [194],

ludic design [195], and playification [196]. Bertran et al. describe how situated play design

can inform early aspects of a design process by identifying design targets and inspiration

based on their capacity for playful experiences [194]. This design approach also recom-

mends engaging users within these contexts to explore how their play is integrated with
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their activities, and to use these dynamics as design targets that can be further refined

with iterative prototyping [197]. Elements of ludic design similarly recommend promoting

curiosity and minimizing externally defined goals as a way to embrace ambiguity and

break away from the requirements of meeting participants’ every need [195]. Playifica-

tion [196], [198] advocates designing for playful and intrinsically compelling experiences

over more extrinsically gamified elements, like scores, that apply game mechanics to

nonplayful activities [199]. Our observations that participants were naturally given to

playful engagements and open-ended exploration when engaging their data, and reluctant

to engage with an extrinsically goal-oriented analysis tool, resonate with the motivations

for play-based design processes.

We speculate that characterizing people’s naturally playful behaviors can help inform

design elements for developing more engaging experiences in personal contexts. This

focus, however, requires that the visualization community re-evaluate its goal-oriented

design bias and explore what playfulness means within personal contexts. What is fun

in the context of exploring personal data, and what does it mean to make something fun

enough to engage users? This framing highlights alternative motivations that prioritize fun

and enjoyment as first-class design criteria.

6.2.3 Reconsider designing tools

In our previous work, we provided evidence that data engagement interviews were

productive and allowed our participants to learn new things from their data [4]. In

Section 6.1.3 and Section 6.1.4, we further validate this interview method with additional

evidence on how people were able to playfully engage with their data and explore in open-

ended ways to arrive at serendipitous discoveries, regardless of their level of preparation

or interest. We also described in Section 6.1.1 that the interviews exposed a set of diverse

goals and questions that our participants had, complicating the design space for potential

visual analysis tools. Furthermore, in Section 6.1.5, we detail how the majority opinion

among our participants was that they were unlikely to analyze personal data on their

own, from a lack of time (P1), interest (P6), relevance (P3, P4, P5), or confidence (P2).

Finally, although we succeeded at engaging participants with their data, we were un-

successful at focusing participants’ data engagements toward goal-oriented data analysis.
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Instead, efforts to encourage goal-oriented review fell apart, with participants engaging in

open-ended exploration once they got into their data. This finding suggests that any tool

designed for our participants would need to be very flexible, but not overly complicated;

and even if we developed such a tool, it remains unclear whether our participants would

be motivated to use it.

Designing tools to support people engaging with personal data is a difficult and

time-intensive process, and requires deep, contextual knowledge for reaching reliable or

meaningful interpretations [20]. These requirements raise doubts about how a designer

can expect to know what is important within people’s data or the ways it can relate to

their diverse goals. These concerns are further compounded when any applied analysis

may inadvertently obscure or remove information that users may find relevant or im-

portant [200]. Furthermore, if designing for personal data is difficult from its reliance

on personal knowledge, and the people who have this personal knowledge are the same

ones who – for various reasons – cannot or will not afford the time to engage with their

data, where does this leave us? If asthmatics living in an area that experiences some

of the worst air pollution in the world [179] cannot be motivated to engage with their

personal air quality data, what hope do we have of mobilizing anyone in open-ended

personal visual analytics?

We question whether it makes sense to expend our time and resources to develop

potentially complex and design-intensive tools for small user groups that often struggle

to translate these tools to other contexts. Taken to extremes, a truly generalized analysis

tool capable of approaching these requirements runs the risk of reinventing Tableau or

Excel — an overwhelming design proposition in its own right. Given the diverse breadth

of participants’ questions throughout our longitudinal study, we pose the argument that

any standalone visual solution may be impractical or impossible to provide.

In spite of these challenges, our data engagement interviews were especially produc-

tive at engaging people in exploring their data. This observation leads us to ask: What if

the solution is not another tool, but something wholly different? What if the antidote to

increasingly sophisticated and customized visual analysis tools is an investment in com-

munal systems or infrastructures that allows people to cooperatively share their data with

dedicated data experts? These social systems could help offset the intellectual burdens
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of traditional visual analytics systems and enable those experienced with sophisticated

tools to collaborate alongside people with personal data to leverage the strengths of each

community: computation and context. This idea is not new, and previous work has

outlined some logistics and challenges of this approach [201], yet more work is needed

to understand ways to attract and sustain professional attention; motivate people to

volunteer their time and expertise; and manage resources, systems, and structures that

could make this a reality.

We cannot design new ways to support people engaging with their data using the same

thinking that created the personal informatics analysis gap in the first place. Instead, this

gap offers an opportunity for the visualization community to develop new methods for

exploring the gap and new designed futures to bridge it.



CHAPTER 7

CONCLUSIONS AND FUTURE WORK

This dissertation identifies and defines the personal informatics analysis gap through

a review of personal informatics and visual analytics literature, along with our own

experiences working with asthmatics over a multiyear longitudinal study. The gap de-

scribes a lack of attention to flexible analytic systems for supporting people to engage

with their personal data, and how it can be addressed by coordinating the individual

research strengths of personal informatics, visual analytics, and everyday visualization

fields. Raising awareness on this gap, and the ways it affects visualization and personal

informatics researchers, identifies a previously untapped research space with a wide

range of design opportunities for the visualization community, and one that stands to be

approached from multiple perspectives.

To help researchers gather information on how to design within the personal infor-

matics analysis gap, we introduce the data engagement interview. This interview method

allows visualization design practitioners to better understand the motivations and abilities

of end-users, and can help to streamline requirements elicitation within a design process.

We also provide three recommendations for how designers can create solutions that help

bridge this gap: designing for entry points into personal data, supporting playful engage-

ments with personal data, and reconsidering analytic tools in favor of more social and

collaborative systems.

As we move forward with designing for the personal informatics analysis gap, these

next steps will require new thinking and approaches compared to existing methods.

Broadening design thinking beyond rigid, goal-oriented tools to consider alternative prior-

ities, such as designing for exploration, play, and more collaborative systems, can leverage

the skills and strengths of analytic professionals to help people get the most from their

data. Acknowledging the personal informatics analysis gap exists — and taking steps to
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explore it — is an important first step in addressing the present limitations for gaining

deeper insights into what people want to do with their data. This dissertation calls to

the visualization community to explore the personal informatics analysis gap through

careful, qualitative work that unpacks personal data engagement, and to explore design

opportunities that challenge normative visualization design.

The visualization community can learn from existing design knowledge and literature

from communities already familiar with entry points [159], [184], [187]. One important

first step can be to conduct a thorough survey of existing personal informatics tools to

better understand and characterize the design space for incorporating entry points into

personal data visualization. Coding for commonly supported interaction methods can

identify common entry points into personal data and provide insights on understudied

methods for inviting people into their data. More targeted research can also explore how

specific or preferred entry points vary across different research domains, types of personal

data, or whether traditional analytic workflows or could inform analogous entry points

into personal data.

We present data engagement interviews [4] as our solution for gathering observational

data on how people work with personal data in the context of logged indoor air quality.

We speculate this method can transfer to other use-cases, however, and are excited to see

how this interview can be applied in future work. In our own work, we are interested to

apply the data engagement interview method within other research contexts, as well to

continue mining our rich interview results toward designing future tools and techniques

that support people with analyzing indoor air quality data. For other researchers, this

interview method can be further validated by applying it within other research domains,

use-cases, and sources of personal data. Examples of this work can include investigating

how well data engagement interviews can engage different user populations, or adapta-

tions for processing alternative data sources such as medical or financial data.

One broader adaptation may come from how visualization designers choose to develop

future personal data analysis tools. Growing interest in value-sensitive design [202], [203]

concerning explainable artificial intelligence [204]–[206] and human-centered data work

[207]–[209] can provide opportunities to incorporate and leverage aspects of these fields

that improve interactive analysis and data legibility, and offer productive, transparent, and
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collaborative personal data analysis for everyday people. This method of interdisciplinary

work can further our understanding of ways applied visualization research can assist with

developing next-generation solutions for bridging the personal informatics analysis gap.



APPENDIX A

FIELD DEPLOYMENT INTERVIEW

PROTOCOLS AND THEMES

This appendix includes the semistructured interview protocols for each of our field

deployment phases and later engagement interview (Sections A.1, A.2, A.3, A.4). We

also include the list of themes from each deployment phase, derived from our qualitative

analysis of participants’ interviews (Section A.5).

A.1 Phase I interview protocol:
Predeployment interviews

Phase I of our deployment interviews involved the following semistructured interview

questions. This was our first meeting and introduction to our study participants and we

were interested to get a baseline of what it was people knew and thought about air quality.

General Introductory Questions

1. How important is air quality in your life Is it something you have given much

thought to? If so, describe.

2. Do you know of (or suspect) any activities or conditions that trigger respiratory

problems for you or you child?

User-awareness of air quality and pollutants

1. Do you regularly check air quality?

(a) Do you or other family members check publicly available air quality informa-

tion resources (government air quality websites, Salt Lake City air quality index,

phone apps, etc.)?

i. Describe circumstances that would motivate you to check the air quality.

ii. What information do you use (ratings, scientific measurements, warning

levels, etc.)? How do you use this information?
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iii. Have you ever modified an activity or taken precautionary measures as a

result of air quality concerns?

A. If PRISMS deployment has already occurred: Other than the PRISMS sen-

sors, do you have any other devices or strategies for monitoring the air

quality in or around your home?

B. If PRISMS deployment has not yet occurred: Do you measure air quality in

or around your home? If so, what devices or strategies do you use?

2. How would you characterize the air quality in different parts of your home?

(a) What are the causes of these variations?

3. What do you think are the largest contributors to indoor air pollution in your home?

4. Are there any behaviors/circumstances/activities that you think these air quality

monitors would help you learn more about?

5. How does air quality outside compare to the air quality inside your house? Is one

always better or worse than the other?

User privacy, implications of data collection

1. Do you have privacy concerns about the collection of your air quality data?

(a) As it relates to your personal, family, or residential privacy?

2. Let’s think about how your air quality sensor data might be shared with others...

(a) Do you consider information about the air quality in your home to be private

information?

i. How comfortable are you with sharing this information with PRISMS pro-

gram researchers at other sites (including the National Institutes of Health)?

ii. Are you comfortable sharing this information with researchers who are not

part of the PRISMS program?

(b) How comfortable would you be, if we asked you to share your air quality

information with other families that are part of the PRISMS studies?

(c) Would it be okay if your air quality information was posted publicly online?

i. Probe: We assume you will want names removed - but what about address,

or zip code (or something like a geocode - latitude/longitude) - is there any

part of the location they would consider acceptable to share publicly?

(d) Would it be OK if your air quality data were visible to visitors in your home?
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A.2 Phase II interview protocol: In-home system
deployment demonstration

Participants received their real-time interface in phase II, allowing them to see their

indoor air quality data for the first time. This round of semistructured interviews served

several purposes: a demonstration of our system and what it could do; a preliminary test of

participants’ data literacy for interpreting and exploring their data; and to collect feedback

on how participants imagined they would use their air quality sensing system.

A.2.1 Protocol overview

Duration: 60 minutes

This site visit serves both as a technology demonstration of our visualization and

annotation interfaces, as well as a standard participant interview in order for us to gauge

participants’ knowledge and comfort with the deployment. For this interview, we should

have the primary participants present, along with any older children. Our visit is orga-

nized into the following categories:

1. Interface workshop - Introduce our tablet interface and show participants their

previously collected data,with a focus on having the participants be the drivers (i.e.

we demonstrate once and have them do the rest, but help them know what to do).

We use this exploration activity as a means of teaching interaction techniques and

educating users to navigate their data.

2. Data Literacy - While exploring data, use this opportunity to engage participants and

discuss/determine their comfortability with and knowledge of what this data repre-

sents. Inform them that they should not interpret health risks from any recorded

measurements as their system is equally sensitive to water vapor as other irritants.

Further discuss time series curves, scales, etc.

3. Reflection - After participants are comfortable navigating the interface and are

shown (or told) sufficient information on what the data means, proceed with a small

exercise (series of data exploration tasks) to have them reinforce this knowledge.

4. Annotation - Raw time-series data is not very important without contextual knowl-

edge of what may have contributed to this behavior. Annotation is key to providing
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and preserving this context. Here, we introduce the importance of annotation, as

well as discussing possible modalities:

(a) Pen & Paper: Offer to leave notebook to support activity capture, spike labeling.

(b) Tablet: Show how annotation works on tablet device.

(c) Voice Annotation: Using Google Home, show how families can annotate via

voice commands

(d) Text Annotation: Allow users to send a text and have it show up on the tablet.

(e) Pre-emptive Annotation: Show mini-demo where we generate some type of PM

spike and receive a text from PRISMS asking what happened.

Let participants choose which ones they want, and which ones to opt out of.

A.2.2 Interview questions

Our hardware demonstration lends itself to interjecting a handful of category-relevant

questions for each of the above sections. These help capture participant’s initial reactions,

thoughts, and opinions which will be important in our future analysis.

A.2.2.1 Introduction

Today I’m here with some visualization equipment, and we’re going to use this to

explore your Dylos data and take the opportunity to explain the interface. The interview

has a couple of purposes: One is to help you get comfortable with the visualization

displays and practice using different settings, and the other purpose is to think through

your preferences for data annotation and display. The interview usually takes about 30 to

45 minutes, and you can ask questions or revisit topics at any time, or slow down or skip

any questions you don’t want to answer.

Hand off tablet interface and together with the participant explain the layout and five

main interaction methods:

• Layout: Timeline view, Main view, Legend, subset buttons, and annotation strip

• Interactions: Time-range buttons, click/dragging on the timeline view, toggling

monitor time series display, and annotations.

As we explore each of these points, incorporate the following questions:
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A.2.2.2 Interface workshop

Questions / Tasks:

1. Brush overview: How many day’s worth of data is included in this visualization?

2. Resolution buttons: How would you show the previous week’s worth of data,

starting from today?

3. Subsetting and brushing: Show a 2-day period period Including Tuesday, July 4th.

4. Legend manipulation: How can you change the plot lines to show only the outdoor

monitor?

5. For Interviewers: Demonstrate two ways of using the brush view: touch to re-center

on a region vs. click and drag to scrub through overview

As we proceed with data exploration, add in the following questions:

A.2.2.3 Data literacy

Questions / Tasks:

1. What do the peaks in this graph represent?

2. How are the three monitors at your home represented on the graph?

3. What information does the plot line tell you for each monitor?

4. How is time displayed in this graph?

Now we’ll have a quick exercise to pose some questions which could come to mind

when using this interface:

A.2.2.4 Reflection

Questions / Tasks:

1. What is the highest peak value on the plot?

(a) What is its value? When did it occur?

2. Can you find a PM spike which occurs outside, but not inside?

3. Can you find a PM spike that is only detected by one of the indoor monitors?

(a) By all three monitors?

4. Do more peaks happen inside or outside?

5. Looking at the inside monitors, do you recall the cause of any of these spikes?

6. What is the oldest spike you can remember the source of?
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Introduce the idea of annotation, explain how it can help aid recall and increase data

usefulness. Show how to annotate data on the graph (if not discussed already), and

introduce Each method we’ve prepared for the participant:

• Notebook, texting, tablet, google voice.

Now we have some questions to gauge your interest or preference for each of these

methods.

A.2.2.5 Annotation

Questions / Tasks:

1. Notebook: How likely are you to write down your activities or sources of spikes after

the fact? [5-point Likert Scale]

2. Which annotation modality seems the most convenient to you? [Alt: rank on likert

scale]

3. Which seems the least convenient? [Alt: rank on likert scale]

4. Would you ever choose to annotate an event which did not have a corresponding air

quality impact (i.e., washing dishes)?

(a) Would you be more motivated to capture this information from activities which

surprised you (i.e., you expected a strong response and there wasn’t, or vice

versa).

5. Compared to receiving a text, would you prefer an automated voice prompt from

Google Home to tell you that a spike has occurred and to ask for your annotation?

(a) What would you think about that? Would this be too intrusive? Annoying?

6. We have developed some annotation tools to assist with capturing events. If you

chose to use them,how often would you want to be alerted to provide annotations

for detected air quality spikes in your home?

7. Does your preferred frequency change if the alert mechanism was done via text vs.

a voice alert? Are these different? If so, why?

8. What times of day would be appropriate to receive these alerts? Are they different

for text or voice? Why?

9. Which annotation options would you like to receive? Are there any you would like

to opt out of?
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10. Currently, how likely are you to look at your old data? And how far back are you

most likely to look?

11. Would using/having annotations affect this?

Remind Users that they should...

1. Only annotate if they want, and only in the ways that make the most sense / are

most convenient for them.

2. Feel free to provide any additional comments on the annotations they make

(a) expectations of the result, surprise, or any other details they feel are useful to

capture for themselves, or for our understanding of the event.

A.2.2.6 Wrap-up

Questions / Comments:

1. Are you surprised by how your data looks? (Is this what you expected it to look like?)

2. Did any initial questions that come to mind when seeing your data this way? (For

example: “what are these peaks about?” “Can I see when I cook?”)

3. What aspect of your data seems the most interesting to you? Does anything

stand out?

4. Retrospective: Now that you can see your past data, is there any time you can think

of where you would like to re-visit to inspect? What were you doing and why would

you like to see it? What do you expect to see? (return to annotation activity and have

them make an annotation?)

5. Anticipatory: Now that you have this visualization tool, are there any future events

you anticipate using this to monitor?

6. For you personally, how do you expect to use this system most? And how often?

7. How much old data do you wish to see from before this site visit, if any?
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A.3 Phase III interview protocol: Postdeployment
interview questions

We conducted Phase III interviews after participants had some time to use their de-

ployments (2-6 weeks). We tailored our questions to understand how they used it, what

they learned, and to capture general feedback from their long-term air quality system

deployment (20 - 47 weeks).

A.3.1 Introductory questions

1. Have you seen anything interesting using the system?

2. Can you describe how you used the system?

3. Were you able to do what you wanted to do

• If YES: What did you use it for?

• If NO: What did you want to do but could not?

4. did you notice any patterns in your data

A.3.2 Interface usage

Data/Pattern Searches

1. Have you noticed any behaviors or activities which reliably produce spikes?

2. Did you ever compared two different sensors?

3. Did you ever refer to the outdoor monitor readings before making a decision indoors

(like opening windows?)

4. Did seeing differences between indoor and outdoor air quality lead to any insights,

realizations, or surprises?

Tablet/Visualization Interactions

1. When you used the tablet did you use it as an exploratory tool, or did you look out

for specific features?

2. Did you find the tablet useful as a data browsing tool? Compared to e-asthma

tracker? Would you use such an interface differently / more often if it would be

a mobile application? item What time resolution did you use most often to look at

your data?

3. What time of day did you tend to use the tablet most? How about time of the week?

4. When looking at data,
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(a) Did you do any comparison between rooms?

(b) Did you do any comparison between events (in a single room)?

5. How far back did you typically look?

(a) Did that change over the duration of the study?

Engagement & Impact

1. Has having the tablet changed your air quality checking habits?

2. Has having this device inspired other people to check air quality?

3. How often did you or others interact with the tablet?

4. Did you have any conversations with family over your air quality data?

5. Did having this tablet make you any more likely to check or engage with your air

quality data?

6. Does being able to view sensor data from your home influence your decision on

whether to participate in an asthma study (probe – more likely?

7. Less likely? No influence?)

8. Do you think that being able to view sensor data from your home (or “having an

interactive visualization”) would influence how long you remain in the study?

(a) Would access to the data make you more likely to “stick with” a long

term study?

9. Would your answers to the above be different if you could not see the data in real

time (for example, you could see the data from yesterday, but not from today; or only

once a week, once a month)?

10. Do you use eAT daily? What information is shown? Is it intelligible? has having

access to this information affected your knowledge of indoor air quality or thoughts

for this?

11. Did having access to your data, change how you think of your Indoor air quality?

12. Are there any rooms in your home which turned out to be more or less active (peaks)

than you anticipated?

13. What events prompted you to check the interface

14. Did any activities have less of an observed impact than you expected?

15. Did you observe anything interesting or unexpected as a result of being able to see

your indoor air quality?
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16. Have you had a chance to share any of this data with guests? Did they have any

reactions? Questions?

17. Have you changed any cleaning, cooking habits as a result of seeing this data?

18. Did you notice any sources or factors impacting air quality in the home that you did

not expect?

Annotations: Have the user rate their annotation options again

1. How often did you annotate?

2. Did you annotate as often as you would have liked?

• If not, what prevented you from annotating more often?

3. Did the annotation feature add value to the system?

4. Did you find the texting option convenient? (And why)

5. Did you prefer to annotate via text or tablet? (And Why)

6. Did you have any thoughts on the usefulness of google home vs. text? (And Why)

7. How did you use Google Home most during the deployment?

8. What annotation method do you think is most useful for you now that you have had

time to use them (And why)?

Health Correlations

1. Did being able to see your indoor air quality make you feel more comfortable about

your (or your child’s) personal health?

2. Did you use the tablet to investigate air quality if you were experiencing

asthma symptoms?

3. Did you use the tablet to help make any health decisions or behavior changes?

4. Did you use annotations to keep track of health symptoms for correlating indoor air

quality with respiratory health?

Privacy Insights

1. Now that you can see your data for the past few weeks, Has your general feelings

towards privacy changed with regard to this system?

2. Have your thoughts changed on what this system is able to detect?

3. Have your thoughts changed on what behaviors or activities you are able to identify

through air quality data?

4. How would you define the term “personal data”?
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5. How would you define the term “private data”?

User-Interface Feedback

1. Was there anything you wanted to do which you could not due to the current

interface design?

2. Do you feel the values shown to you were accurate?

3. Do you feel the system was reliable?

4. Do You have any comments, critiques, or suggestions for the interface?

5. What changes (if any) would you like to make to the interface so that it’s better suited

to help answer the questions you have about air quality?

Wrap-up

1. How did you gauge your air quality over this deployment?

2. Do you feel that 2-3 weeks is a long enough time to try this system to get the most

out of it?

3. Did you use the system differently during the first week of your deployment versus

now.

4. What was the most useful aspect of having this tablet system?

5. How did you end up using the interface most?

6. Do you have any requests or feedback on features or interactivity you would like to

have after having a chance to use it for 2 weeks

7. Would you like to keep the system?

Demographics

1. How much of your waking time did you spend at home (on week vs. weekend)?

2. What are the ages and occupations of the people in the home?

A.4 Follow-up engagement interview
We conducted follow-up engagement interviews after noticing how disengaged other

family members were compared to the primary participant in each household. For each

deployment, We conducted separate interviews with the primary participant and the other

family members in attempt to uncover the reasons for this general lack of engagement.
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A.4.1 For the nonparticipants

These questions were for our engagement interviews with nonprimary participants.

1. In general, how much does air quality factor into your decision-making process?

(a) Do you think about it often?

(b) Do you think about for your personal health?

(c) Do you think about for your daily activities?

2. How much do you think about the air quality in your home?

3. Could you describe your level of involvement with the PRISMS project?

4. Prior to receiving this deployment, did you feel you had much control over air

quality (indoors or outdoors?)

(a) Has this changed at all with the delivery of the air quality system and

its interface?

5. Was the tablet interface easily accessible during its deployment?

6. Did having access to the tablet spark any personal interest or curiosity towards the

air quality data?

(a) If so: how?

(b) If not: why not?

7. How interested were you to interact with the tablet interface?

8. How do you feel your interface usage differs from your partner’s/parents?

(a) Why do you think that is?

9. If you used it, what are some things you felt the interface did or did not communicate

well?

10. Do you feel whether there were lifestyle factors, daily routines, or personal habits

which influenced the way you interacted with the interface?

(a) If so: how?

11. Can you imagine any circumstances under which your level of engagement would

have been different?

12. Is there anything that could have been different about the interface that would have

changed your engagement with it?
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A.4.2 For primary participants

These questions were for our engagement interviews with primary participants.

1. It’s been a while since our last interview session – how has your tablet use changed?

Are you still using it?

(a) If so: how?

(b) If not: why not?

2. In the time since you’ve been using the system, do you think you’ve gotten as much

out of is as you’re going to get?

(a) If so: what are the things you’ve learned as a result of using this system?

(b) If not: What are the things you’re still hoping to learn from this system?

3. What motivates you to continue annotating (in text and in general?)

(a) When you annotate, are you primarily motivated to support your own under-

standing, or to provide information for the study?

(b) (for themselves) How have your annotations changed or evolved over time?

i. Has the language you’ve used to annotate events changed or stabilized over

time?

ii. Do you find yourself reusing annotations over time?

(c) (for the study) How would you prefer/imagine your annotations being incor-

porated or used to improve the PRISMS project or this system, specifically?

i. What impacts could these annotations have?

ii. What do you think these annotations could provide to clinicians or anyone

reviewing the data?

4. As an expert in your own life and data you’ve collected, if you were going to

share it with someone else (a doctor, etc.), what are the things you would want to

communicate and show?

(a) What is it that you feel you would need help or support to communicate?

5. If this interface was re-designed to focus primarily on your annotations and various

ways to explore them, would that be useful to you?
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A.5 Field deployment themes and descriptions
This section outlines the derived themes from each of our field deployment phases.

We thematically analyzed [124] participants’ interviews to identify codes and themes from

each phase’s interview protocols.

A.5.1 Phase I themes and descriptions:
Predeployment interviews

Phase I interviews focused on participants awareness of air quality, the role it plays in

their lives, plus their attitudes or sense of agency toward managing their indoor air quality.

Personal identity with respect to air quality (e.g., agency): These high-level theme

categories capture how people internalize both their relationship with air quality and any

implications the data might connote, i.e.:

• Acceptance of status quo: the tendency of participants to accept circumstances borne

either from social structure (family dynamics, social roles) or asthmatic symptoms.

– Lack of agency: Captures the consequential lack of control that comes from

relying on third parties to provide information, resources, or decision making.

– Submission - Captures resignation some participants feel towards their own

symptoms and necessary lifestyle changes.

• Air quality impacts on sense of self - This covers the participant’s relationship with

their data and how what the data says can become instrumental to how participants

see themselves.

– Air quality & identity - Captures how collected health data can impact partici-

pants self-esteem and identity.

– Social status and health - Health tracking can be used as a status symbol for

participants who choose to align their personal identity with their measurement

• Sentinel - A shared theme between “Acceptance of status quo” and “air quality

impacts on sense of self”, capturing some participant’s identity as sole caregiver in

the immediate family, either by active choice or lack of engagement from others.

Position towards data: These high-level theme categories capture participant’s

thoughts and feelings towards the air quality data collection process. This includes

perceived implications of personal privacy, data ownership, and characterization.
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• Privacy: Details participant’s data collection associations regarding what is useful,

applicable, personally identifiable, comfortable to share, etc.

– Data are uninteresting for nonasthmatics: Feelings of anonymity arising from

the belief that the specialized interest in their data limits the scope of its trans-

mission

– Privacy concerns: Listed concerns relating to personally identifiable informa-

tion and distribution

– Non-concerns: Listed non-concerns relating to what participants were willing

to share or make available for others

– Invasiveness: A distinction made which affects the public perception of a tech-

nology being ‘intrusive’.

• Ownership: personal agency and stake-holding associations towards data collected

through a scientific study.

1. What is personal? - Distinction made on what qualities of data make it personal,

but not necessarily private.

2. What is private?: Distinction on what qualities of data make it private.

3. Data ownership: Feelings of ownership over data collected as part of

a scientific study.

• What data says about me: This captures participant’s awareness/association with what

the collected data represented.

– Privacy literacy: Collected opinions of what participants thought was – or was

not – possible to know from their collected data

– Data abstraction: Opinions of what their collected data represented, ranging

from personal activities, to more general notions of geographic variations.

Mental model / assumptions about air quality: These high-level theme categories

capture participant’s internalized views of air quality, ranging from ways outside factors

influence air quality, to ways air quality influences participants

• Experiential reflections - this theme collects participant’s air quality attitude as a result

of their lived experiences

– Realizations: Participant’s air quality insights and associations.
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– Questions: Open questions relating to lifestyle and behaviors as they impact

Indoor air quality, or the health of immediate family members

– Awareness of air quality Impacts - Reflections on ways air quality affects health

and lifestyle

• Presumptions About air quality impacts - Participant associations towards factors influ-

encing air quality

– Air Quality Associations: a list of characteristics which are suspected to imply

causal air quality impacts (i.e., better airflow = better air quality, older homes =

worse air quality, etc.)

– Sources, Activities, Characteristics: a larger mid-level theme collecting factors

participants felt influenced air quality, including: Sources (dust, pets, etc),

Activities (cooking, opening windows, etc.), Characteristics (construction tech-

niques, indoor air flow, etc.)

Tech feedback: These high-level theme categories represent participants’ feedback

on the air quality data logging system. This includes commentary on the Dylos mon-

itors as well as requests for a variety of comparative data analysis techniques and

visualization methods.

• Interactions on data - Requests for various interaction capabilities including compari-

son, exploration, automated active feedback, etc.

• Visualization design - Request for specific visualization attributes to improve data

context and user understanding (legends, descriptions, etc.)

• Hardware feedback - Specific feedback on the Dylos monitors

• Data of interest - List of air quality measures which would be useful to include in

future interface versions (pollen, mold, particulate matter, etc.)

• Mobile devices - Participants referred multiple times to interacting with visualizations,

data through a mobile device.

Altruism: This theme captures a common motivation for participants to be involved in

this study. The following mid-level themes detail facets of their participation:

• Service of science - Participants were eager to collect and share data in support

of efforts to learn more about air quality and to help improve quality of life for

other asthmatics.
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• Help others - Participants were interested to share data in the hopes that it would be

of use to other researchers, and their sharing could benefit the asthmatic community

in general.

• Accommodation - Participants expressed the desire to use this data to help make life

easier for family members and guests.

• Social sharing - Participants were interested to share and compare their own data with

friends, family, and other participants.

How air quality impacts life: These high-level theme categories capture how asthma

affects participants’ lives. This ranges from precautionary regimens (daily air quality-

based planning, symptom mitigation & management) to increased communication be-

tween family members and schools, over and beyond that of the general public.

• Symptom management - Methods used to prevent, mitigate, or treat

asthmatic symptoms.

• Daily checks - Routine air quality checks to verify forecasts, inform participants, and

motivate precautionary behavior.

• Air quality-based planning - Ways and reasons participants revised their daily sched-

ules based on forecast or suspected air quality conditions.

• School oversight - Increased reliance on schools to serve in loco parentis to protect the

health of school children.

• Motivation to check air quality - Circumstances in which participants are re-

minded/motivated to check air quality.

• Motivation to Learn - Circumstances motivating participants to learn more about

air quality.

• Motivation to participate - Circumstances motivating participants to participate

in this study.

How to get air quality information: These high-level theme categories compile the

methods and resources participants use to gather their air quality data

• Gathering methods- Methods used to collect data

• Air quality resources - Resources used to collect data
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A.5.2 Phase II themes and descriptions:
In-home deployment interview

Phase II themes summarize participants’ reactions to seeing their air quality data for

the first time, what they imagined wanting to do with this information, and ways they

imagine using their interface.

Reactions

• Seeing or reviewing air quality data validates existing participant beliefs

• Sharing indoor air quality expectations

• Participants surprised by their indoor air quality

• Annotations are valuable

• Annotations increase system usefulness

• Participants curious about system responsivity

• Participants eager to annotate

• High user engagement with data

Data meaning and value

• Outdoor air quality contextualizes indoor air quality

• Recorded data needs more context

• Memory fades over time

• Participants are mostly interested in spikes

• Memories, events are recalled relative to other things

System use driven by perceived problems

• Spike activity motivates system use

• Health issues motivate system use

Patterns

• Use data/ annotations to find patterns

• Use patterns to identify opportunities for change

• Use patterns to motivate/justify taking action

• Use patterns to validate interventions

Anticipated uses

• User(s) expect to use the system for...

– Self-experimentation
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– Health management

– Data review (daily/weekly/monthly)

– Extracting event correlations

– Investigating spike sources

– Informing behavior change

– Extracting health correlations

• Users want to...

– Share data with doctors

– Monitor air quality

– Improve air quality

– Compare indoor and outdoor air quality

– Perform between-room comparisons

– Use through Salt Lake City inversion season

Annotations

• Convenience & proximity affects annotation

– Google Home, voice prompts, and tablet all require proximity to use

– Active prompts increase annotation likelihood

– Users need to remember, make time for hardware (interface)

• Participation: willingness to annotate influenced by...

– Air quality anomalies (i.e., large spikes)

– Participant availability (competing routines, activities, schedule)

• Expectations - how participants expected to annotate throughout their deployment:

– Daily annotation habit

– Preemptive annotation habits

• Barriers - what would get in the way of annotations

– Physical proximity to hardware

– Their own memory

– Lack of habit

– Requisite situational awareness to make an annotation

• Motivations - What would motivate participants to annotate

– Identify spike sources
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– Improve data meaning

– Uncover, track health correlations

– Desire to “fix” air quality

• Modality feedback - what participants had to say about their annotation options

– No one likes notebooks

– Texting was preferred method

– System-initiated voice prompts would require an immediate reply

– Tablet was middle preference.

Participants were also interested to use their systems to:

• Correlate: observe and relate events which are detected with any number of depen-

dent factors (health)

• Investigate: use the system to self-experiment to find spike sources.

• Validate: using the system to change behaviors

A.5.3 Phase III themes and descriptions:
Postdeployment interview

Themes from Phase III reflect participants’ longer-term relationship with their data, and

experiences interacting with the interface and system-initiated annotations. We also report

on privacy attitudes and a basic analysis for ways in-home deployments could improve

medical studies, and the various things our participants wanted to do with their data.

Annotations

• Lower barriers to annotate: simplicity affects participants’ annotation likelihood

• Likelihood to annotate directly related to being physically present to annotation

modality

• Convenience plays an important role in annotating data. Proximity to annotation

modality affects participants’ preference for how to annotate.

• Annotation improves participants’ memory and understanding

• Annotation adds value and meaning to logged data

• System-initiated prompts are essential for collecting annotations

• Visual references are important when annotating.

• Timely prompts improve participant recall, ability to identify potential sources.
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Privacy attitudes

• Indifference:

– Sharing air quality data

– Sharing health data (fine if anonymized)

– Sharing annotations on air quality data

• Slight caring:

– Personal association to air quality data

– Sharing anonymized data

– Sharing publicly available information (names, phone numbers, etc.)

• Concerns:

– Undisclosed surveillance

– Sharing demographic data

– Sharing/deriving personal schedules

– Sharing health data (it’s private)

• What is ”personal” and what is ”private”:

– Participants likely to conflate terms

– What constitutes “private” data is subjective

– Distinction made between what happens inside (private) vs. outside (public)

the home

– Personal data seen to be data that is about oneself

– Private data is a subset of personal data

– Whatever is deemed “private” should not be shared

• Distinction

– Security in obscurity - air quality data considered too abstract, inconsequential

to be of concern

– Participants do not consider air quality to be personally identifiable information

Feedback for National Institutes of Health

• For asthmatics, real-time air quality updates motivate study recruitment

• Real-time updates enable behavior change

• Participants join study to improve lives: their own, and others helped by

their contributions
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• Happy users make happy doctors

• High participant engagement leads to better participant retention in study

• Sharing measured data improve sense of engagement with a study

• Sharing measured data empowers users to make changes

• Stale data alerts are less useful, timeliness is directly related to its usefulness.

e-AsthmaTracker comparisons: Tools are useful in different ways

• e-AsthmaTracker measures reactive behavior

• Our air quality interface supports proactive behavior

• e-AsthmaTracker seen as designed for clinicians, not user friendly

• Deployment air quality interfaces seen as more user-centric

• e-AsthmaTracker is difficult to use, interpret

• Air quality system interface is easy to use

System use-cases

• General

– Exploratory use

– Regular, routine use

• Data-centric

– Finding patterns

– Event comparisons

– Monitor comparisons (between-streams)

– Reviewing ’whats happening now’

• Spike-centric

– Finding sources or origins of poor air quality events

– Exploring properties and distributions of poor air quality events (spatially,

temporally)

– Understanding air quality diffusion

• Health-centric

– Health journaling

– Validating personal symptoms

– Supporting, empowering behavior change to improve health

– Determining personal asthma triggers



142

– Supporting preparatory or preventative health planning (medication, etc.)

• Behavior-centric

– Inform or justify participant behaviors

• Annotation-centric

– Reading, reviewing, editing, searching, sorting, participant annotations.

• Air quality-centric

– Understanding personal activity in the home and its impact on air quality

– Understanding the influence outdoor air quality has on indoor air quality

• Self-experimentation

System Feedback

• Observations, usage

– System must be accessible (both interactively and proximally) to be usable

– Participants engage with system only when convenient (and nearby)

– System deployments increased participant air quality awareness

– System-initiated prompts are essential for engaging participants

• Praise

– Participants had compliments, positive things to say about their deployments

– The interface supported users tasks

– Participants felt the data shown was accurate and reliable

• Criticisms

– System deployment does not engage, inspire broader family

– Participants were initially interested in using annotations for health journaling,

but did not

– System deployment time was too short

∗ Air quality data was not shared with guests

∗ System did not capture asthma events
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A.6 Additional tables and figures
A.6.1 Annotation counts

A.6.1.1 Full deployment

Table A.1. The total number of notifications sent and annotation received throughout
Phase I - III for each deployment. User-generated annotations are additionally broken
out by annotation modality

Deployment # Notifications # Annotations Compliance (%) Text # Tablet # Voice #

D1 118 65 55.1% 51 13 1
D2 121 115 95.0% 97 12 6
D3 103 130 126.2% 86 12 32
D4 396 78 19.7% 68 7 3
D5 26 51 196.2% 27 20 4
D6 69 57 82.6% 55 1 1

Table A.2. This table lists the text-only compliance rate for MAAV notifications and
participant text annotation counts. Entries per phase reflect values for that phase only.

Phase I I Phase I I I

Duration
(weeks)

Number
Notifications

Text
Annotations Compliance Duration

(weeks)
Number

Notifications
Text

Annotations
Compliance

(%)

D1 3.0 8 4 50.0% 37.9 110 47 42.7%
D2 4.1 18 16 88.9% 35.7 103 81 78.6%
D3 2.0 5 5 100% 34.9 98 81 82.7%
D4 2.6 14 7 50.0% 34.7 382 61 16.0%
D5 4.1 19 19 100% 4.0 7 8 114.3%
D6 6.3 36 31 86.1% 7.9 33 24 72.7%
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A.6.2 Engagement proxy plot breakout counts

Table A.3. Deployment engagement counts. This table breaks down the number of
response types for each deployment when prompted with a MAAV notification.

Notification
Days

Days with
Annotation-only

Days with
Interface-only

Days with
Annotation & Interface

D1 78 3 28 47
D2 95 49 2 29
D3 81 54 2 21
D4 144 43 2 21
D5 18 4 0 14
D6 45 4 5 34
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A.6.3 Participant interaction with tablet interface

Figure A.1. Number of tablet interface interactions per day for each deployment.
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A.6.4 Participant annotations per week

Figure A.2. Number of tablet interface interactions per week for each deployment.



APPENDIX B

CREATIVITY WORKSHOP OUTCOMES

This appendix outlines the high-level themes and question topics related to what

participants wanted to know, see, and do with their tracked air quality data. These themes

summarize the outcomes of our creative visualization design opportunities workshop [80]

conducted toward the end of our field deployments.

B.1 Workshop Summary
A shortened summary of the high-level themes discussed during our creativity work

shop with participants P3 and P6.

B.1.1 Actionable themes

Improving health: Correlate air quality data to physical health and identify ways to

improve both.

Decision support: Workshop participants identified wanting to use their data to help

make personal decisions regarding their health and well being, and to support prioritizing

their decisions.

B.1.2 General themes

Greater education and awareness: Workshop participants wanted to know more about

how the system and detectors worked in order to better interpret what the tablet interface

was showing them. This includes on-screen explanations and access to more detailed

external information.

Improving communication: Air quality data can be shared with friends, family, and

clinicians to increase awareness of people’s exposure to particulate matter.

Empowerment and control: At the highest level, workshop participants wanted to use

their air quality data to help manage their family’s health and asthma symptoms.
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Personalized tools

• Health journaling and tracking: Support logging and tracking personal health in-

formation alongside air quality to help identify and track asthma triggers and

sensitivity trends.

• Self-experimentation: Support users to perform their own mini-experiments to see

how air quality changes when performing certain actions, or to analyze periods of

time to determine whether the air quality has improved relative to some event (such

as changing a filter, buying a new vacuum, replacing windows, etc.)

Data comparisons: Participants wanted the ability to compare historical measurements

across a number of different conditions: time, activity, location, other participants, or 3rd

party information.

Data summaries: Participants provided several ideas for generating and sharing

summary statistics:

• User-defined analysis windows: Summarize data across different time ranges (weeks,

months, seasons, years, etc).

• Baseline metrics and statistics: Examples include tracking the number of spikes, aver-

age peak intensity, time to recover, and/or room or house-wide averages for a given

time period.

• Highlight anomalous events: Largest spikes, most active room, spikes occurring in one

room but not others, etc.

• Aggregations: Characterize the air quality activity over selected time range. Spike

activity by hour of day or days of week. Aggregate on activity or location, etc.

• Contrasting summaries: Compare the current summary statistics with the previous

summary. For example: now vs. previous month, or this time last year. Highlight

any changes over previous summaries.

• Customizability: Support users creating customized data summaries. Include only the

data, measurements, or external information relevant to the person or family unit

• Integrate third party information: Include a news feed of local events to help contextu-

alize AQ measurements (fire, accidents, holidays, etc.).
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Improved system feedback: Workshop participants highlighted opportunities to pro-

vide more actionable feedback. A number of suggestions can be implemented with

specific engineering:

• Send better texts: Incorporate humidity and temperature information in text informa-

tion to help determine whether the spike is caused by humidity. Indicate whether

the spike size is normal or larger than usual given its time, location, etc.

• Identify patterns: assist with finding annotation or spike patterns.

• Receive personalized Feedback: Tell users how to improve their air quality based on

their readings and spike activity. Indicate when and how they should take action.

• Highlight differences: Validate users’ effort to improve air quality by showing when

there’s a difference (between rooms, between times, etc)

Integrating external devices and/or data sources: Adding weather information, mold

spore, or pollen count forecasts. Providing additional context via newsfeed for local

environmental events possibly affecting air quality. Other suggestions included:

• Integrate e-AsthmaTracker results: Show how indoor air quality relates to personal

Asthma Control Test scores.

• Incorporate wearables: Deduce air quality exposure away from home

• Integrate sentiment data: mood, stress level, illness, quality of life, etc.

• Personal exposures: connect the interface to a community-level data tracking system

B.2 Workshop themes and descriptions
The complete listing of themes discussed in our creativity workshop.

B.3 What participants wanted to know
Education and awareness

• How the detectors work – Participants wanted a better understanding of the system.

What generates spikes and why? What doesn’t generate spikes and why?
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• Better understandings of microclimates – Why do monitors respond the way they

do? Why are some seemingly more connected than others?

• Answers to general health concerns and questions – the ability to correlate health

questions with air quality data, whether the home air quality contributes to poor

health, what the air quality is like at my child’s school, is indoor air quality better

than outdoor air quality? etc.

Comparisons

• How someone’s air quality evolves in time – near term, long term, by location, etc.

• Community comparisons & Competition – How am I doing compared to other

people in the study?

• Relational improvements – To know whether a lifestyle or home improvement has

made a measurable impact on indoor air quality.

• Time characterization – the ability to summarize data for specific segments of time

(months, seasons, years, etc.).

Finer details

• Spike information – to be told the the source of detected particulates and spikes, to

distinguish between humidity vs. PM, and to know which spikes are “bad”.

• Integrating a newsfeed to understand local influence (for outdoor air quality).

• Integrating other environmental measures (pollen, mold, etc.).

• Provide better context with text prompts (is this a big spike? Or normal?).

• Provide summary statistics for later review.

B.4 What participants wanted to see
Education and awareness

• Provide a greater emphasis on data explanations. Tooltips, and text summary of

what it is people are seeing. Provide information on implications of levels, and links

to explain what things mean.

Comparisons

• Integrate results from e-AsthmaTracker surveys. Show how indoor air quality relates

to ACT score.
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• Validate users’ effort to improve air quality by showing when there’s a difference

(between rooms, between times, etc.).

• Display EPA outdoor air quality forecast classifications and nearby DAQ readings.

• View indoor air quality, outdoor air quality data compared against EPA scales.

Finer details

• Receive personalized feedback - how to improve my air quality based on my read-

ings and spike activity? When should I take action? How?

• Provide more “intelligent” and detailed SMS messaging. Incorporate humidity and

temperature traces.

• Integrating other environmental measures (pollen, mold, etc.)

B.5 What participants wanted to do
Empowerment and control

• Achieve some personalized notion of success – “absolute” (the best I can be) or

“relative” (better than other participants)

• View data on the go.

• Make Educated decisions – use data to inform corrective behavior, and to justify

preventative decisions.

• Share data – with family members, teachers, doctors, local officials, etc.

• Use data to improve family health.

Comparisons and summaries

• Compare against: other deployments, the local area, homes with similar characteris-

tics, the most ”air quality efficient”, etc.

• Compare data across specific activities or activity types (cooking, cleaning, etc.)

• Summarize data across time : days, weeks, months, years.

• Analyze and compare basic air quality statistics across time ranges (number of

spikes, baseline average, etc.).

• Create customized data summaries – include data, measurements, or external infor-

mation relevant to the person or family unit.

Annotations

• Revision – the ability to edit, move, delete.
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• Expressiveness – choosing graphical icons for activity type.

• Automation – suggest classes of annotations based on time, location, previous en-

tries, dynamics, etc.

• Search and Filter – have the ability to highlight or link annotations (and underlying

data) of the same class, text, date/time, etc.

• Annotate time ranges rather than data points.

Finer detail

• Self-experimentation – Support A/B tests.

• Health journaling and tracking – find sensitivity trends, identify and track triggers.

• Incorporate wearables - deduce air quality exposure away from home.

• Community-level data tracking and broadcast system.

• Collect and Integrate sentiment data (mood, stress level ,illness, quality of life, etc).

• Pattern flagging and discovery - assist with finding annotation or spike patterns.

B.6 What can be possible
Feeling empowered

• Combating helplessness

• Knowing what’s in your control

Improving decision making

• The ability to make personal decisions from data

• The ability to prioritize personal interventions – let people perform their own cost-

benefit analysis with the help of this data

• Motivating and justifying preventive behavior

• Improving health awareness and engagement

• Validating medical advice

• Supporting self-experimentation

Improving communication

• Between family and clinicians

• Between family and social circle (w/ summary reports)
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• Automated feedback between system and user – incorporate community knowledge,

guidelines, advice and known outcomes to suggest behaviors and alternatives for

improving air quality practices.

B.7 Discussion on receiving summary statistics
Important to show:

• Baseline metrics and statistics – number of spikes, average peak intensity, time to

recover, average home or room baseline

• Provide temporal self comparisons – this vs. previous month, now vs. last year,

improvements over previous summaries, etc.

• Seasonality / temporal comparisons - support analyses over user-selected time

ranges

• Include outdoor sensor readings - compare personal readings to DAQ, others

• Stack spike activity as detected spikes over time of day & spikes over days of week.

• Include a news feed of local events (fire, accidents, holidays, etc) to overlay with or

contextualize corresponding air quality measurements.

• Highlight hyperlocal spikes – those which occur in one room, but not others

• Identify whole-home events – those which spike in both indoor sensors.



APPENDIX C

DATA MODEL PAPER

This appendix presents an initial paper submission covering very early articulations on

the personal informatics analysis gap. This rejected paper illustrates our design-oriented

thinking from our stated contributions, including: a taxonomy of our participants’ ques-

tions to define a preliminary task space, a proposed data model to aid with designing

tools for answering participants’ questions, and our data engagement interview method

— initially called the ’task elicitation interview’ – further highlighting our analytic focus.

We present this work as-is, and acknowledge it as incomplete and unfinished research.
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A significant challenge in utilizing personal data is that most people today lack adequate training, experience,
and resources for asking and answering questions with data [44, 53]. Existing tools for making sense of personal
data overcome this challenge by focusing on a narrow set of specific, predefined questions, eliminating the need
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advantage of users’ rich, situated, and extensive knowledge about which aspects of their data are personally
interesting and insightful, and which are not [19]. On the other hand, visualization tools designed for rich,
bespoke data exploration assume that users have the skills and resources to translate their domain questions into
a form that is amenable to analysis [75, 129]. The result is a gap in the existing ecosystem of analysis tools that
enable people without analytic experience to take full advantage of the extensive personal data that they are
collecting: the personal informatics analysis gap.

This work takes steps toward bridging the personal informatics analysis gapthrough a study of residents and
their indoor air quality data collected from their homes. We build on previous work that focuses on understanding
how people used a deployed air quality monitoring in their homes [69, 91], and extend that focus here to
understand what people want to get out of their data: what are the range of questions residents want to ask from
their indoor air quality, and how we can design technology to support them in answering those questions. We
engaged residents from the study in a workshop that pushed them to speculate on a broad and diverse set of
questions they might ask of their data, and we conducted a novel form of data-centric interviews with them to
understand how they approach exploring and analyzing their data to answer their questions. Our analysis of this
workshop and interview data reveals a diverse set of personal questions about indoor air quality, as well as a data
model that is sufficiently flexible for accommodating a broad range of questions and analysis tasks.
More specifically, this study offers three contributions:
• A new interview method for eliciting data analysis approaches and insights by engaging participants
directly with their personal data.

• A characterization of the range of question our participants wanted to ask of their indoor air quality. These
categories align well with recent work describing a goal-framework developed from personal informatics
data about migraine control [110, 111].

• A data model for indoor air quality data that supports analyzing a rich and broad set of personally relevant
questions. This model can serve as the backbone for visual analysis tools that enable residents to take full
advantage of their indoor air quality data.

We speculate that both our proposed interview method and data model will generalize more broadly to other
contexts within personal informatics. Additionally, our work shows that participants’ motivations for engaging
with personal air quality data are similar to migraine self-tracking goals [110, 111], and likely other PI contexts
as well. Taken together, these results provide the foundations for designing new personal informatics analysis
tools that enable people to ask a broad set of personally relevant questions from their indoor air quality data, as
well as a roadmap for acquiring those foundations in other personal informatics domains.

We begin by outlining the motivation and theoretical backdrop for identifying the personal informatics analysis
gapin Section 2. We explore this space through interviews and a workshop to understand how asthmatic families
engage with their personal indoor air quality data ( Section 3), and discuss a novel method for collecting user
feedback ( Section 4). We analyzed the collected data to produce a characterization of participants’ goals and
questions (Section 5) and a data model that can be used for developing a system that fills the personal informatics
analysis gapfor indoor air quality (Section 6). We conclude with a discussion that outlines potential implications
and techniques for designing for this population, speculation on how we might transfer this knowledge to other
personal informatics domains, and ideas for future work (Section 7).

2 THE GAP IN ANALYSIS TOOLS FOR PERSONAL DATA
This section calls attention to a gap in the ecosystem of analysis tools for supporting people asking and answering
a broad range of individualized questions from their personal data. We argue that personal informatics tools are
designed to support users without extensive data analysis experience and skills at the expense of constraining
them to a narrow set of questions, while the design of flexible visual analysis tools targets domain and data
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experts with the time, resources, and skills to dig into data. The space between these two classes of tools —
systems that support a flexible and broad set of questions while accounting for the challenges of operationalizing
questions into low-level data analysis tasks — is the personal informatics analysis gap and is underexplored in the
HCI and visualization literature.

2.1 Analysis Tools for Personal Informatics
Personal informatics research emerged from the quantified-self movement and describes ways of supporting peo-
ple in collecting and reflecting on personally relevant information for gaining self-insights [78]. As a community,
quantified-selfers are considered an extreme user group since they are highly self-motivated and ambitious in
their search for insights from their personal data, using a wide variety of analysis tools and techniques [17, 20].
Despite their motivation, a variety of challenges complicate quantified-selfers’ ability to extract insights from
complex data stemming from difficulties in deriving novel, non-obvious insights [5, 33], selecting appropriate
visualizations [20], and navigating information overload from tracking [20] or analyzing too many variables
[60, 61].

The availability and growing popularity of numerous self-tracking products has democratized self-tracking to
a broader user-base and led to a growth of bespoke personal informatics tools for helping people make sense of
their data [34]. Whereas early tools tracked or analyzed single facets of people’s lives, such as sleep schedules [18]
or physical activity [79], subsequent research shows that analyzing single data streams limits potential insights
[5, 60, 61]. Systems for tracking multiple facets thus emerged in order to sustain engagement and improve insight
generation [5, 33, 46, 78, 89, 127], with a focus on reducing the effort required to integrate and analyze diverse
data streams through mechanisms such as the automatic detection of potentially interesting correlations based
on statistical analysis [60, 61, 127]. An underlying assumption of these systems is that users are looking for
serendipitous insights through exploration of the data, but people can have other goals for self-tracking [36], for
example, looking for answers to high-level questions that they bring to their data analysis and that guide the
data relationships they seek.

Work by Epstein et al. [33] proposes visual cuts as a technique for supporting interactive, exploratory analysis of
personal data. Cuts are subsets of data, defined by any attribute in a data set, that support detailed comparisons of
interesting parts of the data. This work paired predefined cuts with appropriate visual representations to support
users in finding meaningful patterns and trends in their data; the cuts were determined based on formative work
that characterized the kinds of questions users had of their personal data. A summative evaluation found that
cuts were effective at supporting some of the users’ questions as well as triggering serendipitous discoveries.
These results, however, also highlight that predefined cuts fail to meet everyone’s needs — a finding echoed in
other studies that attempt to automate insights [5, 61] — leading the authors to recommend that "designs do not
attempt to limit cuts based on stated goals and instead offer a variety of cuts" [33].
What remains unclear is how to design tools for arbitrary and flexible cuts, especially in the absence of

explicitly prescribed goals, data attributes, or boundaries. Our work addresses these challenges by reframing
cuts as comparison targets [42] and proposing a general data model for supporting a wide range of individualized
questions about personal data, including questions for which comparison targets are fuzzy and ill-defined. We
argue that this data model can serve as a basis for designing flexible, yet approachable, visual analysis tools for
personal data.

2.2 Visualization for the Masses
As the use and consumption of visualizations has spread beyond professional contexts and into everyday lives,
research into designing tools for casual users has become a prominent thread of inquiry [48, 53]. Early research into
visualization tools for mass audiences experimented with effective ways to communicate data. Visualizations such
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as the Map of the Market [125] and the Baby Name Voyager [126] experimentally deployed relatively advanced
techniques to audiences largely unfamiliar with data visualization. Other tools such as ManyEyes [30, 122],
sense.us [49], and Vizster [47] looked to democratize visualization – moving visual data analysis from the realm of
professionals and into the hands of everyone [54] – with a particular focus on sensemaking as a social process [48].

Following the wave of tools designed for casual contexts, visualization researchers expanded their investigations
of visualizations for the masses. Initial research topics in this field include visualization literacy of novices [7, 9],
the inclusivity of casual visualizations [27, 97], telling stories with data [74, 85, 113, 133], and the sensemaking
benefits of data physicalization [54, 56, 117]. Researchers also explored how mass audiences create and use
visualizations, and what gaps exist in what we know about casual use. This research often makes a binary
distinction between professional and casual use of visualizations, with casual users characterized as analysis
novices unfamiliar with visualization and visual analysis [44, 102].

In a study on casual users, researchers found that novices struggle to “translate questions into data attributes,
construct visualizations that help to answer these questions from a set of data attributes, and interpret the
visualizations... [which] impeded the overall analytics process significantly” [44]. Another study on people’s
motivations for engaging with casual visualization finds that personal interests shift these motivations [115].
Finally, a survey of casual visualization research highlights the role people’s contextual knowledge plays in
forming rich insights. The survey authors note that most tools do not support personalized analysis as “current
designs are mostly devised by system designers, who seem to decide ’what information to present’ and ’what
metaphor should convey the message’ without considering the unique perspectives of individuals” [53]. This
critique motivates our work toward developing an interview method for eliciting analysis tasks from casual users
to better ground design requirements in the needs and skills of end users, not system designers. It also highlights
the need for flexible visual analysis tools targeted to the needs, skills, and motivations of casual users.

2.3 Flexible Visual Analysis Tools
Research and development of rich, flexible visual analysis tools has largely targeted professional contexts [112, 129].
Developing visualization tools for use in professional settings stems from two core threads of research. The first
is the design of bespoke tools for domain experts through the process of visualization design study. The second
is the creation of powerful and flexible systems for data analysts, informed by studies considering how these
analysts work with data.

A proliferation of bespoke tools for supporting rich visual analysis in a broad range fields — from biology [86–
88, 94] to poetry [51, 84], meteorology [105] and law enforcement [75] — stems from the visualization research
community’s embrace of a call to “collaborating closely with domain experts who have appropriate driving tasks in
data-rich fields to produce tools and techniques that solve clear real-world needs” [92]. These tools provide insight
and innovations in how visualization techniques are, and can be used for enabling data-driven insight by domain
experts with deep and extensive domain knowledge [129]. The dominant research approach behind the design
and development of these tools is visualization design study, an approach to problem-driven visualization research
that emphasizes designing visual analysis tools in close collaboration with domain experts [112]. Published
research papers that report on design studies cover a range of application areas, but all these design studies focus
on developing analysis tools for domain experts working with data; none report on collaborations outside of a
professional context.
Research into visual analysis systems for data analysts arises from the significant increase in the number of

professionals whose primary task is data analysis. Visualization researchers have focused on understanding
the work practices and visual analysis needs of data analysts, defined as “professionals who analyze data as a
major part of their daily job” [63]. Data analysts use advanced skills and tools to explore data in order to “suggest
hypotheses, assess assumptions, and support selection of further tools, techniques, and data sets” [1]. Various
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interview studies focus on how data analysts do their work, and offer characterizations of their overall analysis
process within the organizational context [63]; their patterns of exploratory data analysis [1]; their impediments
to efficient data analysis [64]; their roles within software development teams [68]; and their unique considerations
when working with cloud architectures [39]. These studies extend and modernize earlier research on intelligence
analysts’ work practices [28, 96, 101, 132] by seeking to understand the sense-making and information-foraging
processes of data analysts [100, 108] and providing insights to guide the design of sophisticated analysis tools.
An growing ecosystem of visual analytic tools for enhancing these processes supports data wrangling [6, 62],
interactive visual analysis [8, 82], and recommendations for effective views [83, 130, 131]. These systems require,
however, that users are able to both translate their questions into accompanying analysis tasks and have the
experience to make appropriate decisions based on visualizations that they see [2, 21]. Otherwise, users without
these skills will struggle to use visualization tools effectively [21, 44, 75].
Sense-making and information foraging have not been similarly studied in a deep and systematic way for

the visual analysis practices of casual users, leaving a gap in what we know about how to design tools for this
user group. This gap motivates our work in studying the types of questions people ask of their personal data,
the ways in which they might go about answering those questions, and a data model that can support rich and
flexible visual analysis systems that can support them.

2.4 Personal Data Analysis with Indoor Air Quality Data
Indoor air quality data provide an ideal context to explore the personal informatics analytics gap. Most research
on indoor air quality data is focused on sensing, and produces technical contributions related to system-level
development [13], hardware [67], or modeling [38, 59]. Kim et al.’s 2009 inAir paper was the first to explore how
effectively communicating indoor air quality data increases a household’s attention and engagement with indoor
air quality, but this and subsequent work focuses on ways of communicating data to improve awareness, but not
how people want to use their data to answer personal questions [70–72]. Recent work by Kim et al. and others
continues to find that few studies exist that focus on how people use indoor air quality systems or what they
would like to do with the collected data [69, 91]. Current work investigating the preferences and practices of
those engaging with air quality systems seek to bridge this gap, but still present a data-centric approach. Separate
studies by Kim et al. [69] and Sakhnini et al. [109] provide high-level design recommendations for air quality
sensing systems, but do not suggest how to process personal data beyond existing visual analytic advice within
eco-feedback [41, 55] and ambient technology literature [90, 107].
To the best of our knowledge, this is the first work that characterizes the goals and motivations behind

why people engage with personal indoor air quality data. We also go beyond existing high-level analytic
recommendations to provide the first data model that supports analyzing a rich and broad set of personally
relevant questions on indoor air quality. These contributions provide a strong foundation for future system
designers to build flexible visual analytic tools that support users’ broad and diverse personal air quality questions.

3 METHODS
We performed three research activities (Figure 1) to build an understanding of participants’ broad range of indoor
air quality questions. We designed these activities to help us understand how they used their air quality sensing
system and identify associated design considerations for developing an effective visual analytics system for
personal air quality data. Activity 1 (A1) tracks how participants engaged with an indoor air quality sensing
system over a long-term deployment [91]. Activity 2 (A2) engaged participants in a participatory design workshop
tailored to elicit a broad set of questions around what participants wanted to ask from the data collected from
their homes. Activity 3 (A3) engaged participants with dynamic data-centric interviews to explore how they
might operationalize questions from their personal air quality data into analysis tasks.
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The information collected throughout these activities elucidate the motivations, goals, and needs of our
participants in the context of engaging their personal indoor air quality data. Our qualitative, interpretivist
analysis on these data offers more general insights from two perspectives: a characterization of the questions
people want to answer with and from their indoor air quality data, and a data model for flexible analysis that can
support answering those questions. The remainder of this section describes our participants, research activities,
and analysis methods in more detail.

Fig. 1. We performed three separate research activities to understand how participants engaged with their personal air
quality data. This timeline shows our initial deployment interviews (A1) to track how participants engaged with an indoor
air quality sensing system [91]; a participatory workshop (A2) to capture what people wanted to know, see, and do with
their indoor air quality data; and a series of task elicitation interviews (A3) for observing how participants approached
operationalizing their questions and analyzing personal air quality data.

3.1 Participants
We retained our study participants from A1 [91] for their prior experience and engagement with reviewing
personal indoor air quality data in the subsequent A2 and A3 research activities. These participants were initially
selected from a concurrent university-run medical study involving asthmatic families [93] . Our participants
were themselves asthmatic (P1, P2, P4a, P5, P6), or primary caregivers to asthmatic children (P3, P4). We include
participant P4’s teenage daughter, P4a, as an additional study participant given her significant engagement within
this study. Other participant family members also contributed feedback and suggestions during A3 interviews
but were otherwise not involved in A1 or A2.

Asthma motivated participants’ initial engagement in our previous work; however, a variety of personal factors
that arose during that work further shape how they wanted to engage with their air quality data. Participant P1
used her air quality system as a personal planning tool to stay inside when outdoor particulate concentrations
were high, and participants P3, P4, P5, and P6 were interested to explore how air quality impacted physical
and respiratory health more broadly. Participants P3 and P4 are primary caregivers to asthmatic children and
wanted to use their data to provide a healthy home environment for their family. Participants P5 and P6 are adult
asthmatics who already understood their symptoms and were interested to explore how environmental factors
affected their sensitivities. Participant P4a was less concerned with personal health impacts and more curious
to see how air quality affected those around her at a community level. Participant P2 is medically disabled as a
result of her respiratory issues and was interested in ways to improve her quality of life, but wary of making
random changes on her own. Rather than independently exploring or analyzing any data, she preferred receiving
personalized advice from medical professionals on ways she could improve her living space. These different
motivations shaped how each participant approached their data, its analysis, and the sorts of questions the
participants asked within the study.
This study aggregates perspectives from each participant, collected within each research activity over this

multiyear effort. With the exception of the design workshop conducted with participants P3 and P6, all research
activities involved in-person interviews with every participant.
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3.2 Research Activities
The first research activity (A1) focuses on how participants engaged with an air quality sensing system
over a long-term deployment – a prior report provides extensive details about the deployment and system [91].
We staggered system deployments and participant interviews over a one-year period and engaged participants
P1, P2, P3, P4, and P4a in the summer of 2017 and participants P5 and P6 in the winter of 2017-2018. We collected
air quality measurements over the full deployment lengths for each participant with 3 air quality monitors per
residence: 2 indoor and 1 outdoor. Participants also annotated the data in situ to describe activities occurring
in their homes, and responded to daily surveys about the asthmatic family member’s symptoms and behavior.
During the deployment, we conducted three sequential in-person interviews at their homes to capture interview
data on how participants engaged with their indoor air quality data, and a fourth engagement interview on
broader family involvement. Our initial analysis of these interviews showed how an open-ended technology
probe kept participants engaged over their long-term deployments and provided individual, personalized insights
into the air quality in and around their homes [91]. Our analysis also showed that supporting participants in
creating and reviewing contextualizing annotations on their data allowed them to appropriate the system in
unique and occasionally unforeseen ways. These results point to the strength of fielding flexible platforms that
allow people to engage with their data in a personal way.
Following this first research activity, we had planned to design a visual analysis system to support our

participants in more fully engaging with their data. The interviews from A1 contained a significant amount of
feedback on ways to improve the deployed system’s visualization interface; however, further analysis revealed
that the suggested improvements would not support the higher level goals participants shared at various points
in their deployments. Upon reflection, we understood that, in the context of evaluating a field deployment, our
deployment interviews were designed to gauge how participants used their air quality system, not what tasks
they needed to perform in order to answer their personal questions. To address this shortcoming, we refocused
our efforts toward better characterizing the range of questions our participants wanted to answer with their
indoor air quality data and how they might go about doing so.
We conducted a creative-visualization opportunities workshop [66] toward the end of the system

deployment period (A2) with the goal of collecting and characterizing participants’ questions and motivations
for hosting an air quality monitoring system in their homes. These participatory visualization workshops are
designed to accelerate the problem definition and task analysis processes when developing visualization system
design requirements. We conducted a half-day workshop with two participants (P3, P5) to understand how they
wanted to use their air quality data. The workshop provided an outlet for the participants to externalize and
share ideas about what they wanted to know, see, and do with their personal air quality data, organized around a
series of guided exercises to solicit this information. We photographed and audio recorded all workshop exercises,
and preserved exercise artifacts for future analysis.
Combining the data collected in A1 and A2, we again attempted to translate these data directly into design

and task requirements for a visual analysis system. We surveyed the range of participants’ stated goals, finding
that they ranged from the direct and concrete –What is the worst time of year for indoor air quality? – to more
abstract or out of scope – Where’s the best place to live in the valley?. We suspected that seeing an answer to their
posed questions would likely prompt follow-up questions or additional refinements that we would want any
eventual system design to support. Once again, our efforts to characterize participant questions failed to provide
insight into types of data analysis tasks that an effective system would need to support: what, specifically, would
our participants want to do with their data?
To better understand participants’ approach to working with their data, we developed and conducted a

new interview method (A3), the task elicitation interview, to directly observe their problem-solving
approaches with their data. This method began as a modified think-aloud protocol with hand-drawn data
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Fig. 2. Deployment data streams include sensor readings from multiple PM 2.5 monitors in and around users’ homes and
user-generated annotations for contextualizing air quality measurements. These are supplemented with external data streams
such as daily EPA Air Quality Index classifications, environmental data (temperature, humidity, etc), and participant health
survey data. Access to health information was granted by our IRB.

sketches based on what pilot participants wanted to see. This pilot work, which we conducted with visualization
graduate students familiar with the project and other non-STEM recruited undergraduates, helped establish the
kinds of preliminary views and analytic functionality we would need to employ with our primary participants. We
then further developed the method to incorporate live coding by a dedicated data analyst who worked in concert
with the interviewers to present a participant’s data back to them in the format they requested. This method
borrows techniques from visualization analytics interview methods [3] and the wizard-of-oz technique [29] to
become a hybrid approach, which we described in detail in Section 4. The data we collected from this method
during A3 provide a rich understanding of both the participants’ motivations behind specific questions and
their approaches and reactions to analyzing their own data. Our interviewers additionally engaged in reflexive
journaling after each task elicitation interview, capturing thoughts and circumstances around what was surprising,
unexpected, frustrating, or insightful during an interview. We revisited the journal frequently during our analysis
of the task elicitation interview data.
We made use of multiple data streams within this study (Figure 2). These streams included participants’ air

quality measurements and user annotation data collected in A1. Based on participant feedback collected in A1 and
A2, we incorporated daily EPA Air Quality Index classifications1, IRB-approved access to participants’ asthma
health surveys collected through the parent medical study[93], and additional environmental data streams such
as ambient temperature and humidity as external contextualizing data streams for the A3 s. Joining these primary
and external data streams provided a rich set of analysis opportunities and greater participant engagement than
would be possible with analyzing air quality data alone [5, 60, 119].

In total, we conducted 42 interviews across the 3 research activities, netting over 30 hours of interview audio. All
participant interviews and workshop protocols proceeded from semi-structured scripts to ensure meeting primary
goals while affording the flexibility to more deeply explore participants’ motivations and thought processes as
necessary. Interview protocols were cleared by our University’s IRB and are available in supplemental materials.
All interview participants were compensated with a $30 Amazon gift card after each research activity.
1https://www.airnow.gov/aqi/
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3.3 Data Analysis
One researcher reviewed all interview and workshop data to find instances where participants shared their
questions, goals, andmotivations for workingwith their air quality data. In total, 160 of these excerpts were entered
into AirTable, a cloud-based collaborative database, and two additional researchers assisted with independently
clustering these entries. One pair of researchers coded these entries for high-level intents as a way of characterizing
questions and motivations (Section 5). Another pair of researchers coded entries based on the visualization design
patterns that would help support the questions and goals (Section 6). We performed several rounds of coding to
explore different tagging and clustering strategies before developing our participant question characterization
and settling on an organizational framework which became our data model. This process was informal, highly
iterative, and represents what we found to be the most interesting interpretation of the available data.

4 TASK ELICITATION INTERVIEW METHOD
The task elicitation interview method is a technique for acquiring an understanding about how people opera-
tionalize questions about personal data into analysis tasks for reaching an answer. The technique has participants
ask personally relevant questions and consider how they might go about answering those questions from their
data. Next, the technique brings an experienced data analyst into the interview to perform on-the-fly analysis on
participant’s data as directed by the participant during the interview, allowing them to confirm or refute hunches.
Real-time analysis allows participants to ask follow-up questions inspired by what they see and learn from their
data. This method lowers the technical barrier to analysis for those without deep analytic skills by providing data
analytics and visualization capabilities for engaging with personal data. The task elicitation interview provides
researchers with insight into the tasks that a participant would want to perform with their own data without the
developmental burden of designing a bespoke analytics tool first.
This interview protocol is an adaptation of the pair analytics research method [3], which was designed

for capturing reasoning processes in visual analytics. Pair analytics borrows from protocol analysis and pair
programming techniques by joining a subject matter expert and visualization practitioner to collaboratively
tackle a relevant analytical task. This approach avoids the cognitive and social loads reported in standard
think-aloud applications [32, 120, 128] by capturing participants’ analytical reasoning through a conversational
and collaborative problem-solving process. However, the benefits of this approach require that pair analytics
participants share equal analytical and computational skills to productively work through their given task. The
challenge we encountered was that our participants lacked any formalized analytic language or experience, but
we still wanted them to articulate and operationalize their questions while exploring and analyzing their data.

To address this challenge, we build on the pair analytics approach and incorporate a dedicated data analyst
role within the interview. Whereas the interviewer is responsible for engaging the participant and keeping
discussion on-topic, the data analyst takes analytic direction from the interview participant. Unlike the standard
Wizard of Oz methodology [29] where the interview participant unknowingly interacts with an analyst, the task
elicitation interview brings the analyst to the forefront to gain the collaborative and conversational benefits of
pair analytics. The participant drives the interview and is responsible for communicating their analytic goals and
problem-solving process that the analyst then uses to process and present data, as directed. Using the analyst to
augment their analytic ability allows participants to focus on operationalizing their questions into discrete steps
toward reaching a solution.
Offloading the analytic burden also frees the participant to share thoughts on their process, justifications,

and reactions in their own words as part of a naturally unfolding conversation. Whereas several think-aloud
techniques exist in interviewing literature [40, 76, 103], few are tailored for specifically engaging visual analytic
tasks and processes [3], and none incorporate self-tracked personal data in the analytic process. The task elicitation
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interview method enables researchers to collect more rich and ecologically valid insights on nonexpert users’
motivations and problem-solving processes than other concurrent or retrospective verbal reports [40].

We process and visualize participants’ data during the interview using an interactive computational notebook
and used Jupyter Notebooks with Python for the task elicitation interviews we report on in this paper. An
interactive computational environment allows for immediate feedback during the task elicitation interview and
helps the analyst to easily communicate and iterate on these results. Computational notebooks are also an easy
way to keep the participant engaged and informed on how their requests are implemented. Performing each
interview within individual notebooks also creates a self-documenting record of participants’ analysis process.
Reviewing and reflecting on these artifacts helped us build our understanding of what participants want to do
with their data and their overall approach to data analysis. It also helped us amass a store of reusable code that
we could employ in subsequent interviews [73].

The following sections outline practical considerations for performing task elicitation interviews and outline
interview results from six participants about their indoor air quality data. We also highlight the method’s ability
to provide insights into requirements for future visual analysis systems, as well as its ability to (re)engage
participants with their data and the study. All resources related to the task elicitation interview method are
available in supplemental materials.

4.1 Before: Preparing the Interview
Before conducting an task elicitation interview, researchers must acquire participant data and a skilled and
attentive analyst. The following sections explore these considerations as well as preparing participants and
establishing an effective protocol.

4.1.1 Gathering and Processing the Data. The efficacy of the task elicitation interview hinges on having access to a
rich collection of data during the interview to ensure that participant questions can be sufficiently addressed. The
collection must contain enough personal data to capture important patterns, as well as enough contextualizing
data to make sense of patterns within the personal data. Incorporating and drawing from multiple data sets will
significantly improve analytic flexibility and the likelihood of generating useful insights [5, 33, 61]. The data
should be processed to facilitate on-the-fly analysis during the interview. Common preparation tactics, such
as data integration, cleaning, transformation, and reduction, help organize and arrange data to aid the analyst
with processing information more efficiently, and help catch or fix common errors with real-world data ahead
of analysis [81, 104]. Separating data sources into organized tables or dataframes also helps make data analysis
more flexible.

In the context of our air quality project, we incorporate participants’ in-home air quality data collected during
their system deployments[91], including measurement logs for each deployed air quality monitor around their
home, and their entire text alert and response history over the extent of their deployment. These air quality data
streams ranged from 5 to 12 months. We also included participant annotations of the air quality data, such as
event labels like cooking and cleaning, along with a list of detected particulate matter spikes from our automated
signal processing. Prior interviews and participant feedback also indicated an interest from the participants
in contextualizing their indoor air quality data with official outdoor air quality classifications and their own
self-reported respiratory health surveys2 collected over the same time period. Access to this information was
granted by an IRB-approved consent form as part of their accompanying medical study [93].

We faceted the collected air quality data by participant, and faceted individual participants data into separate
tables that included their three air quality monitors, text alerts, text annotations, and particulate matter spike logs.
Each source was labeled, organized, and formatted to help with easy search and filtering. This data processing
step included splitting text alerts from user annotations, processing measurement timestamps to convert them
2https://asthmatracker.utah.edu
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into participants’ local time zones to clarify data review, assigning various temporal hierarchies [19, 89] such as
days of the week, and manually classifying participant annotations by their activity, like cooking and cleaning.
These labels made it possible for the analyst to filter and aggregate data across noncontiguous time spans and
provide a greater number of possible data cuts [33].

4.1.2 Selecting an Analyst. Selecting a skilled and attentive data analyst is essential for fostering a collaborative
problem-solving environment. The ideal analyst is someone who has an expert grasp of data processing techniques
and workflows, can take direction well, and can clearly communicate their process to both researchers and
participants. These traits help make the interview process informative, engaging, and enjoyable for the participant.
We selected our analyst from prospective graduate and undergraduate student candidates within our univer-

sity’s Computer Science, Mathematics, and Physics departments. These candidates came from other researchers’
direct recommendation, and in response to a $17/hr work study position for an interactive data analysis project.
We briefed applicants on the nature and goals of the interview method and provided test data sets similar in
scope and content to participants’ data in preparation for a live-coding interview where they answered sample
questions using the test data set.

Finding the right analyst outside of an academic setting may be more difficult and require reaching out to local
or professional data science groups to find candidates interested in working with researchers. Our chosen analyst
was a senior physics PhD student with extensive experience analyzing large astronomy data sets. His ability to
quickly filter, aggregate, and visualize sensor data made him an ideal fit for this project. His prior experience
with Python, Pandas, and Jupyter Notebooks also enabled us to integrate preexisting code to help bootstrap our
interactive analysis capabilities.

4.1.3 Participant and Researcher Preparation. To ensure a smooth interview process, participants should be
informed of the sorts of questions and activities they will encounter. After establishing the communication
contract [4] for on-boarding potential interview participants, we provided a conversation prompt to consider
ahead of their interview: Given access to your air quality data, what would you want to do with it? What would you
want to know about it? This preparatory step helps avoid downtime from participants searching for suitable tasks
during the interview, and improves the chances that their stated goals are personally meaningful and relevant to
their needs. In the event a participant lacks an actionable question involving their data, we offer a list of sample
questions we are prepared to answer. Only two study participants asked to choose from the this list of questions
(P2,P4)

Researchers must also come prepared ahead of the interview, having checked that all data, equipment, and
materials are ready for use. Our mobile interview kit included the analyst’s laptop and external monitor for
sharing data with participants; an interview worksheet restating participants’ conversational prompt with text
boxes for participants to write in their questions and goals; assorted visual aides to assist with reflecting on their
data or air quality system; and a sketching kit to support externalizing their analysis process. Each interview
included physical printouts of the participant’s data to provide a physical reference for exploring or motivating
conversation around specific events. We found that placing information in the hands of participants and letting
them browse and review aspects of their data, such as their text annotations, independent of analyst assistance,
helped seed conversation or directives for what to explore or review. This benefit exists separately from having
identical digital representations under analyst-control, and is a simple approach to further engage participants.

4.1.4 Developing an Interview Protocol. As with any resource-intensive user evaluation, it is important to pilot
the task elicitation interview prior to engaging with participants. In total, we conducted 14 pilot interviews – 7
within our research group to collect feedback and suggestions on the interview protocol’s high-level structure,
and an additional 7 with several undergraduates to better understand how to integrate the analyst into the
interview. The pilot study participants were not involved with our air quality deployments and thus were working
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with data that were not their own. During these pilots, we found that having participants write down their
questions at the start gave a natural segue into exploring how and why their particular goals were important,
and how introducing their data early on helped capture their attention and ground their analysis tasks in the
available data. These pilot outcomes shaped our interview protocol to have participants articulate their goals
and motivations from the outset and helps keep everyone informed, introduces personal data early to ground
discussion over what is available, and utilizes iterative design cycles between participant and data analyst to
rapidly generate and modify data in response to the participant’s direction. This protocol structure is discussed
in more detail in the next section.

4.2 During: Performing the Interview
The task elicitation interview method engages nonexpert users with a combination of problem identification
and decomposition, sketching, and data review to help externalize and triangulate their needs (Figure 3). This
approach offers researchers a rich and ecologically valid record of participants’ thoughts and processes. The
task elicitation interview is designed to be completed in 100 minutes with participants taking between 50 - 110
minutes (79 minutes average).

Fig. 3. Task elicitation interview timeline.

4.2.1 Collect, Discuss, and Verbally Operationalize Questions. The task elicitation interview starts with the
participant filling out an interview problem solving-worksheet (5 minutes). The worksheet prompts them to
identify what questions they want to answer, why they want answers, and what they plan to do with the answer.
We capture this information to provide a conversational focus and a physical reminder of the interview goal to
keep conversations on track. This step also helps put the participant in a problem-solving mindset and gives
researchers time to set up and prepare for the analysis interview while the participant outlines their goals.
Depending on the length of time between the project data collection stage and performing the task elicita-

tion interview, reviewing the project and participants’ data may be worthwhile. Because we interviewed our
participants several months after their initial deployments (Figure 1), we started their interviews with a short
project overview of their in-home air quality system, the collected data, and their interactive interface. This
review helped to refresh our participants’ memories and frame the remainder of the interview.

After reviewing the project and their data, we have the participant review their question with the researchers
as a way of seeding conversational points around participants’ goals and motivations (10 minutes). Next, we
encourage the participant to identify a specific goal they hope to achieve (10 minutes), and share how they
imagine operationalizing their question to finding a solution (15 minutes). We allow the participant ample time
to explain their approach, in their own words, and occasionally pose probing questions if they get stuck or omit
any important analytic details. This problem description step helps participants externalize their thought process
and provide insight on ways they think about their own problem solving process. This think-aloud approach also
offers additional qualitative data on how and why they choose their question.

4.2.2 Analyst-Guided Operationalization. After the participant communicates their approach, we transition to
loading and reviewing their data with the analyst. At the researchers’ discretion, we optionally role-play a scripted
exercise in which the interviewer directs the analyst to explore a local weather data set around key dates (5
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minutes). This mini-exercise depends on the participant’s technical background or comfort with operationalizing
their question and is designed to illustrate the sorts of analytic tasks the analyst can provide.

Once the participant feels prepared to interact with the analyst, we introduce and review digital copies of their
personal data. From here, the participant directs the analyst to prepare and present any necessary information
they feel they need to answer their worksheet question (20 minutes). When exploring their data, we encourage
participants to request specific views or regions that they feel are important, and to iterate with the analyst until
they feel they have seen enough information to sufficiently address their original question. Throughout this
process, we encourage participants to also sketch any ideas or imagined solutions as a way of further eliciting their
analytic process. We found that encouraging participants to externalize their needs using different techniques led
to organic explanations and clarifying details, which provided additional valuable qualitative data during the
interview process. We collected all physical items generated during the interview and annotated them to capture
the circumstances and motivations behind participants’ choices.

4.2.3 Manual Operationalization with Tabular Data. Once the participant is satisfied with what they see, we
reintroduce physical printouts of their data, including full text alerts, spike logs, and annotations, as well as a
sample of their sensor measurements to explain the makeup of their personal data (10 minutes). Using their
analyst-facilitated solution as a target, we ask how they would engage with each of these data sets for arriving
at the same solution (15 minutes). Providing physical copies allows participants to directly mark and draw
connections between multiple data sets and helps further externalize their thought process. This stage helps
capture participants’ approaches and reasonings through a series of guiding questions, and enables researchers
to directly observe how participants work with data to combine personal information and draw connections
and arrive at their earlier answer. This phase makes it possible to map participant actions to existing analytic
taxonomies [10] and additionally outline, generalize, or compare their analytic approach versus that of other
participants.

4.2.4 Reflection. At the end of the interview, we ask the participants to reflect on their experience. We ask for
feedback on how the participant feels about their solution, how well it answers their question, and their overall
confidence with the data they saw. We also ask for feedback on how comfortable they felt working with the
analyst and the interview process in general (10 minutes).

4.3 Method Outcomes
We conducted seven task elicitation interviews with our participants to better understand the questions they
would like to answer about their personal air quality data and how they would go about answering these questions.
From these interviews, we extracted 75 questions, goals, motivations, and use cases that we analyzed with those
from our previous research activities to develop our characterization of goals and questions in Section 5 and
data model in Section 6. Additionally, the interviews revealed a diverse set of operationalization approaches and
analysis tasks by our participants. These provide insights for designing a rich set of flexible analysis features
within a future visual analysis tool. The interviews also re-engaged our participants with their data and caused
them to reflect on their data collection practices during the indoor air quality deployments. In this section, we
provide examples from our interviews for illustrating these two results.

4.3.1 Insights into design requirements. We developed the task elicitation interview method in order to better
understand how people without deep analytical experience and skills would go about operationalizing their
questions into analysis tasks. Our interviews revealed a host of strategies driven by the diversity of the questions
our participants were interested in answering.

For example, as the primary caregiver for a child with asymptomatic asthma, P3 wanted to know whether any
activities or conditions within her home contributed to her son’s symptoms. During her task elicitation interview,
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P3 speculated about her primary analysis approach for addressing these concerns(verbal operationalization,
Section 4.2.1):

P3: If he’s feeling really poorly, I can go and say you know what, we’re having a lot of problems this
week, or we’ve been having a really bad month. I’m going to go now and look back and look at the
whole month and see the days he was feeling the worst, and I can go back and see what was going
on now in the house, or in the air outside. What was happening in the environment around these
times, and see if I can find correlations. And that’s how I would use it.

This description specifies an approach of first faceting the temporal air quality data by week or month and using
contextualizing recorded health data to identify specific facets of interests. Once P3 identifies specific weeks or
months during which her son was experiencing poor health, she would look more closely at both the indoor and
outdoor air quality to discover any correlations or trends.
During the task elicitation interview, P4 described a different approach to analyzing her data, sparked from

curiosity after reviewing a list of her largest annotated spikes (analyst-guided operationalization, Section 4.2.2) :
P4: On this one right here, I probably would first look at that big spike and say, ’well, what’s going
on there, what made it spike?’ Then I’d go over and look at the part where it wasn’t spiking and I’d
say, ‘Well, I was cooking dinner here and here. What was the difference?’ That kind of thing, just to
figure out what I can do to prevent as many spikes from happening. Especially if I notice it correlates
to her breathing issues.

In this scenario, P4 would first identify large air quality spikes in her home and then facet the data on the event
annotation associated with a large spike. She would then compare these facets to better understand if specific
in-home events like cooking reliably lead to poor air quality. She additionally indicates that she would like to
contextualize the facets with recorded health data to discover correlations and trends.
These two examples illustrate different types of cuts[33] through the data that our participants would want

to make — cuts based on time and cuts based on annotated events. In both of these scenarios, contextualizing
the cuts with additional data is vital for determining which cuts are interesting and why. Our task elicitation
interviews revealed a range of cuts that our participants’ questions would require, emphasizing the need for
personal air quality analysis systems to move beyond current practices of presenting data as a fixed-time span
line chart [13, 38, 67, 70–72, 91].

In another example, P3 describes a different faceting approach to the data, and speculates about how she would
analyze the facets. When presented with the facets of her data by the analyst, however, she engages with the
data in an unanticipated way:

P3: I think I would start with the peaks. I mean this is an air quality thing, right? So if it were me, I
would start with the air quality. When am I having a spike? I would then look at the spikes, and then
from that I would try to correlate. On those days, what happened to cause a spike? Was anybody ill?
Did we have an asthma attack? And try and do that.
(Analyst loads data)
P3: I think what I would do if I saw this is I would want to find out what some of these are. . . anything
above 3,000. Those look like kind of the outliers. What caused those?
(Analyst tabbing through spikes one by one)
P3: I like seeing the correlation between the different detectors, because it is really interesting to
me, because I don’t think I realized previously. I knew we were causing spikes in the kitchen. I don’t
know that I recognized that we were also causing spikes downstairs. And that seems even more of
a bigger deal, because I think normally I’d just be like, ‘okay, well, I’m cooking, so why don’t you
guys go downstairs’. But maybe that’s not really helpful. I guess I didn’t realize how it affected the
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air quality in the whole house, and not just the kitchen area. So it’s those kinds of things I think are
really useful, just looking at this kind of stuff.

Once P3 was presented with the requested spike-facets of the data, she did not look for correlated events
and health outcomes as she had anticipated, but instead saw things in the data that piqued her interest. First,
she noticed very large spikes and wondered why those might be outliers. After reviewing individual spikes
one-by-one she engaged in a closer comparative analysis about what different sensors within her home were
reporting when a spike was detected.
This example illustrates the difference between what someone says they want to do, and what they actually

do. Allowing our participants to engage directly with their data in flexible ways prompted unexpected analysis
tasks as they actively participated in data analysis on the fly, learning new things about their data and prompting
pivots in their analysis approaches. This scenario points to the need for flexible exploration in a visual analysis
system to support serendipitous discoveries. The task elicitation interview method, through directly engaging
participants with their personal data, provides rich insights into how unconstrained visual analysis may proceed
in the wild and how we might design new tools to support those approaches, bridging the personal informatics
analysis gap.

4.3.2 (Re)engaging participants with their data and the study. In line with other personal informatics projects
[119], we found that annotations recorded by our participants during the system deployment were critical for
sense-making and analysis [91]. At the end of the task elicitation interview with P4 she reflected on her experience
of looking through her air quality data in conjunction with her annotations:

P4: Annotations help you know what’s going on because at this point I can’t really remember what
I was doing in 2017, but when you read the stuff, ‘Oh yeah, that was the day that we tore out our
front steps and I forgot to close the windows first.’ And stuff like that. ...But especially when you’re
looking back this distance over this quantity [of data], it’s hard to remember what it was doing. The
annotations help you capture that.

In every task elicitation interview we conducted, the participants’ annotations were vital for contextualizing the
patterns and trends observed in the air quality data.
Despite the importance of annotation, we found during deployments that participants’ annotation practices

waxed and waned, occasionally ceasing completely until something new or unexpected occurred. During the
task elicitation interviews, a number of our participants expressed frustration that they had not annotated more:

P3: It kind of frustrates me. It would make me want to go back now, knowing that I could have it all.
I would be more vigilant about making comments. Because I kind of get lax about it.
P6: You know a lot of it is dependent on good sensors and then good data I’m inputting. Knowing
how it can be done is going to motivate me to pay more attention to those [annotation prompts]...
It’s one of those things moving forward, it’s increased my confidence in how I can use the data to
make better decisions... knowing that the information is retrievable helps me and motivates me to
want to provide more accurate data.

During the interviews, participants were frequently confronted with the importance of their annotations again
and again, particularly when they saw interesting patterns in the data that they could not contextualize due to
missing annotations, or interpret without them. Through directly engaging participants in the analysis process,
they became more aware of the necessary steps and data to answer their question, and saw increased value of
annotations. We speculate that these participants would increase their annotation practices after participating in
the task elicitation interviews.

Task elicitation interviews may be an opportunity for personal informatics studies in other application areas
that require participants to manually track data to encourage and motivate productive data-tracking practices.

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 0, No. 0, Article 0. Publication date: 2020.

UNFIN
IS

HED  R
ESEARCH

169



0:16 • xxxxx

Furthermore, providing participants an opportunity to get their personal questions answered during the interview
may further engage them in a personal informatics study on the whole, and provide opportunities for researchers
to acquire more feedback and buy-in in later stages of tool design and deployment. This engagement with personal
questions was confirmed by P5 when he was asked to reflect on his experience with the interview:

P5: Just being able to see it, especially interacting with the questions, was kind of cool. I thought it
was kind of cool to be able to actually have a question, and look at it.

We argue that task elicitation interviews can be useful in a personal informatics study not only for provid-
ing important insights to the research team, but also for encouraging active and productive involvement by
participants.

5 CHARACTERIZING ASTHMATIC’S GOALS AND QUESTIONS
User-centered indoor air quality sensing research primarily focuses on ways air quality data can engage users
[69–72]. No studies exist for characterizing people’s goals, motivations, or use-cases for engaging with an air
quality sensing system. One reason for these lack of studies is that participant needs are diverse and difficult to
design for. To address this difficulty, we analyze the A1, A2, and A3 research activities to characterize participant
motivations for engaging with self-tracked indoor air quality data. We build on our previous work exploring
how people use indoor air quality monitoring systems [91] to better understand what they want to do. This
section presents a characterization of our participants’ goals and motivations for engaging their indoor air
quality. As discussed below, this work complements findings by Schroeder et al., whose research on self-tracking
goals of migraine sufferers [110, 111] reports similar motivations. These similarities point to the potential for
generalizablilty to other health-motivated self-tracking communities.

5.1 Participant Motivations
We identified five themes that capture participants’ questions and goals evident in the collected data.

5.1.1 Answering Questions about Air Quality. Although all participants were already thinking about air quality
in the context of their daily lives prior to joining our study, none had previous experience with air quality sensing
systems or with tracking personal air quality data. As a result, the process of familiarizing themselves with their
air quality through the deployed system generated several high-level questions. Underlying motivations behind
questions in this category included establishing a basic understanding of their data and how the system operates
– What affects my sensor readings?, orienting their perceptions of what is normal –What is the general baseline
reading for my home?, how that normal level changes –What time of year is worst for indoor air quality? what
activities impact air quality?, and comparing personal measurements with external conditions – How does my air
quality compare to DAQ3 measurements? Is my air quality indoors better than outdoors [in general]?.
Some questions in this theme are general enough to be addressed through a FAQ –What kind of information

can I get from my data? Do particulates rise with hot air? – whereas others would require more interactive or
context-specific explanations:

P3: I know that “30k” is high because I can see that everything else is low, but I don’t really have a
reference to anything else. I can see this spike is “21k” and this one is “2k”. Is “2k” a big spike or little
spike? Giving me some sort of idea – like when you get blood tests, it could be low, but barely low
and it’s not a big deal [would be nice].

Participants had an intuitive understanding of what air quality measurements represented when reviewing
their data, but they were less confident about details related to scales and units. Systems that anticipate and

3Utah Division of Air Quality, https://air.utah.gov/
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design for these kinds of questions, either by contextualizing data representations with informational overlays or
more intuitive units [41], will help users to get the most out of their system, and their data.
Takeaway: Questions and motivations within this category involve learning about air quality as its own end,

and frequently answerable with nonpersonal data.

5.1.2 What’s in My Control? Many participants wanted to review their air quality data to determine what aspects
of their indoor air quality they could control – How can this system help me understand what is within my control?,
wanted to receive personalized advice on knowing what or when to change – Do I need to replace my windows or
furnace?, or wanted to know how their behaviors impact air quality – What activity generates the most PM spikes
in my home?. For P3, the ability to track and review data is also a means to combat anxiety and helplessness.

P3: I feel like there’s so many things in his life that I just can’t control. And his medical stuff is
all kinda a mess. If there’s one thing that I can do that will make something better, that’s a huge
motivation to me.

As the primary caregiver for a child suffering from asymptomatic asthma, P3 found the potential of what
this system could provide especially powerful. Control, and the absence of control, is a strong motivator for
families [31, 99], and designing flexible and personalized analytics tools can return control to people in the form
of increased decision-making power.

Agency and control play a similar role in Schroeder, et al.’s “predicting and preventing migraines” goal category
[110]. The control-seeking behavior we observe is similarly reflected in migraine sufferers’ self-tracking goals
to learn – and ultimately avoid – factors that trigger their condition. Observing this goal in separate chronic
symptom communities helps validate this finding.
Takeaway: Questions and motivations within this category focus on determining or (re)establishing personal

agency for improving indoor air quality or avoiding exposure to poor air quality.

5.1.3 Managing Symptoms & Health. It is not surprising that our asthmatic participants wanted to use their
air quality data for managing health and asthma symptoms. Participants were interested in connecting their air
quality data with their, or their child’s, physical health, either as a means to track symptoms and sensitivities –
How are my asthma symptoms related to my indoor air quality? – or to inform health-motivated decisions – Can I
anticipate days where I shouldn’t go outside?.

P5: It’s all about overlaying additional data to see if things correlate, especially if I can’t figure out
[what’s causing me to feel bad]. Oftentimes I can’t understand what’s the trigger? What’s happening?
If that’s apparent, that would be [huge].

P6: if it turns out my symptoms are more correlated with low humidity, ozone, PM2.5, etc, then it
would be nice to know when to telecommute or work from home those days, assuming my indoor
air quality is better.

These motivations are also reflected in “Managing and monitoring migraines over time” self-tracking goal
reported by Schroeder et al. [110]. Again, We observe direct overlap between both participant group’s shared
motivation to track symptom-related data for helping identify correlations with symptom-related factors.

Multiple participants (P3,P4,P5,P6) remarked how reviewing or exploring correlations in air quality data would
have been useful when they or their children were newly diagnosed asthmatics:

P4: [...] I feel like we kind of have a handle on a lot of the problems. But I think something like this
[system] would’ve helped us figure it out faster.
P5: If I were a little kid, I would have liked my mom to have had this when I was a kid to say, “This
is why [P5] is a mess.”
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Systems combining user annotations, labeled activities, environmental conditions, and personal symptoms
could support correlative searching and help users more quickly understand their conditions, especially for new
diagnoses. Air quality sensing literature has already shown that next-generation platforms containing multiple
gas sensors could infer particulate sources and offer targeted advice [38].
Takeaway: Questions and motivations within this category involve exploring what aspects of air quality

influence or relate to health outcomes.

5.1.4 Social Sharing & Comparing. Participants wanted to share and compare their indoor air quality data
with different people: between participants to understand where they stood, with doctors or specialists to assist
with treatment or diagnosis, with government officials to affect change, and with the broader community for
the greater good. Participants saw social comparison as a way of understanding how localized their air quality
problems were and how many other people experience similar things:

P3: It would be nice to have some kind of an air quality comparison. [...] based on my situation, and
what’s happening in my home, and what’s happening in the area that I live in, is there something
that I can do about the quality of my house? Is it really worse than my neighbors? And if it is, what
can I do about it?
P4a: I’d like to see where I was in comparison to other people. But in general, just everybody in the
study, was it this day everyone had trouble? And then why?

P5 also discussed sharing their air quality with immediate family members in their own home to establishing
accountability:

P5: [Sharing data] is mostly getting after the people and what they’re doing in the house.
P5 and P6 both see value in using their air quality data to communicate their conditions and severity with

employers or other family members, similar to the ”social recognition” goal category from Schroeder et al.
[110]. Participants were also interested in sharing their air quality data and circumstances preceding respiratory
issues with their doctor in hopes that the doctor would know how to interpret that data, consistent with other
self-tracking literature [23, 110, 111]:

P2: If I were able to bring this into a doctor and have my doctor say ‘okay, I see this pattern, let’s try
this change in your treatment plan’, that could be helpful.

Other more local applications involved using personal air quality information to share with elected officials as
a way of advocating change, what Sakhnini et al. call an advocacy goal [109].

P6: I definitely would want to show [my data] off. I think everybody in the valley has taken air
quality to heart and if they were to see something [in the data] it hopefully would encourage them
to take action. Write their legislators. I mean, session started today. It’s like, ‘Are you gonna do
something about it this year?’

More broadly, participants were interested in sharing knowledge for the greater good, and interested to give or
receive advice for improving air quality practices. Giving back to the community was important for all participants,
and they were interested to log their data in the hopes their contributions would improve the lives of others.

P2: Even if I never make any use of any of this, I get joy in just knowing I helped [authors] move
along their path, whatever they’re doing.

Prior work has explored how social sharing motivates engagement with an air quality system [71], including
as a tool for advocacy or community-scale change [52].
Takeaway: Questions and motivations within this category involve sharing or comparing data with others.
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5.1.5 Curiosity. Not all people approach personal data with specific goals in mind[36], and our participants were
no different. Even when reminded to have a question prepared for their task elicitation interview, participants P2
and P4 were less interested in analyzing their data than exploring what the data had to say.

P2: I’d just be curious to see what our annotations are on the highest spikes...think you can do that?
Different terms signaled participants’ curiosity, such as “review”, “explore”, or “just looking”, and were primarily

encountered in participants’ self-described usage behaviors. By nature of A2 and A3, no participant explicitly
identified tracking for curiosity as a concrete goal. This theme instead came about through observing how
participants engaged in their activities.
Takeaway: Motivations within this category are primarily driven by exploration and lack any concrete

question or analysis goal.
These five themes reflect aspects of self-tracking motivation reported in the quantified self [20] and chronic

symptom management [110, 111] literature, with tie-ins to personal informatics models [36]. Our strongest
thematic overlaps occur with migraine sufferers’ self-tracking goals [110, 111] with the exception of the additional
curiosity motivation. This is less surprising, however, given the specific goal-directed focus of that work [111].
Even though each of these tracking communities can be characterized as health-motivated and driven to

understand and improve physical condition in various ways, this diverse overlap lends support for the classification
provided above, and suggests that the categories may generalize to other sensitive populations within personal
informatics.

6 INDOOR AIR QUALITY DATA MODEL
The standard approach for visualizing univariate sensor data frequently involves plotting measurements within a
fixed time-span line chart. In the context of indoor air quality, this visualization technique is the standard view
for many commercially available systems and most research platforms [13, 38, 67, 70–72, 91], with few exceptions
[14, 58, 118]. This approach is sufficient for immediate or narrow explorations, such as comparing multiple data
streams over a small time span, but is otherwise poorly suited for reviewing noncontinuous events — show me
every time I vacuum — or longitudinal summaries — what’s the monthly average air quality for the past year?
These types of questions, which reflect the timescales required for answering many of our participants’ questions,
stray from the linear evaluations that the standard visualization approaches support. In response, we add to a
growing body of work rejecting one-dimensional personal informatics analytic tools [5, 60, 61] and rethink the
underlying data model that governs how we design for personal data.

Prior work by Epstein et al. proposes visual cuts as a method for helping self-trackers identify more meaningful
or actionable insights from self-tracked data [33]. A cut is a subset of the data that shares a common feature,
faceting or filtering the data for supporting meaningful comparisons. This approach addresses the analytic
limitations of linear, fixed-length views by using shared features within tracked data to group and process
information for generating more engaging and informed analytic views. Epstein et al. report cuts to be useful and
effective for supporting self-tracking goals, yet found no correlation between participants’ preferred cuts and the
goals the research team designed specific cuts to support. Participants instead preferred reviewing several cuts at
once to receive a more complete picture of their data, leading the researchers to recommend against building
interfaces solely around fixed design goals and to instead “present a swath of cuts rather than relying on one to
summarize activity” [33]. One solution is to create flexible interfaces that support user-generated cuts[19, 89],
but designing sophisticated analysis systems capable of supporting individualized self-tracking goals remains a
difficult and open problem [61, 111].

To address this problem, we recast cuts into the more general class of comparative targets over which analytic
tasks such as correlation and finding differences are performed [42]. In this way, cuts become a specific application
of broader work within visualization research dealing with comparison [42, 43, 57, 75, 77, 95, 116, 123]. Using
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the visualization comparison framework of Gleicher [42], we deconstructed our participants’ questions into
comparative targets in order to abstract away specific themes (Section 5), instead focusing on grouping questions
by their common target properties. For example, the question "what is the air quality like on days I am sick?"
generalizes to a target set of 24-hour subsets of air quality data for each day with a "sick" annotation label.
Applying concepts from the visualization comparison literature allows us to draw from research into perceptual
underpinnings of visual comparison [57, 95], design principles for developing flexible and effective visual analysis
systems that support comparison [43, 75, 77, 116], and the challenges of comparison at scale [42, 123].

Based on this comparison reframing, we propose a data model for personal air quality data that consists of three
comparative time span categories (Table 1): direct comparisons taking place within a shared window of time –Is
my air quality indoors better than outdoors right now? ; distributed comparisons involving targets independently
distributed through time – What is my indoor air quality like on ‘red air’ days? ; and longitudinal comparisons
requiring the entire time span to answer –How is my air quality changing over time?. These categories present
multiple design challenges to managing the number and nature of diverse data streams, along with optimizing
how information is organized and presented over each time span. The following sections describe these categories
in greater depth and outline design perspectives for engaging personal data in each case. We also present a
complementary data processing pipeline to provide preliminary suggestions on ways tool builders can improve
visual analysis tools for self-tracked data.

6.1 Visualization Comparison Framework
Our proposed data model derives from the high-level design considerations of Gleicher’s visualization comparison
framework [42]. In this work, comparison is defined as tasks that involve “a set of targets (i.e, the set of items being
compared), and an action performed on the relationship (e.g. similarities or differences) among these targets”.
The core contributions of this framework provide a thorough exposition of the challenges inherent in supporting
visual comparison tasks, principally those requiring careful matching of visual design techniques and analytic
strategies for combating scalability challenges. These challenges can arise from comparing too many targets,
overly large or complex targets, or overly large or complex target relationships. Broad strategies for mitigating
these issues involve different ways of reducing the number of targets the user reviews. Suggested solutions
include presenting data in a linear way for sequential scanning, reducing data through filtering or selection to
define a subset, or abstracting the underlying data through summarization or other encoding approaches.
Applying good visual design principles can also reduce the cognitive burden associated with scalability

challenges. Based on a survey of over 100 papers, Gleicher et al. identify three techniques for visualizing
comparison [43]: a juxtaposed small multiple approach where elements are placed side by side; superposition of
data to provide comparisons via overlays; and explicit encoding to visualize a relationship between targets rather
than the targets themselves. These design considerations define a fundamental tradespace for informing potential
design decisions when building tools for analyzing self-tracked and other personal informatics data. We will
refer to these strategies and techniques when discussing our own considerations for designing around the direct,
distributed, and longitudinal question categories.

6.2 Data Model
This section describes the three question categories of our proposed indoor air quality data model (Table 1). We
examine individual design challenges and opportunities for each comparative category, and offer potential design
considerations. We also outline a complementary visual analytics processing pipeline similar to the well-known
data state reference model [12, 15]. Whereas many processing pipelines exist in the visualization literature
[124], the pipeline we propose is developed in conjunction with the indoor air quality data model to outline a
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Table 1. A summary of design considerations and visualization suggestions for the direct, distributed, and longitudinal
comparison categories.

Direct Distributed Longitudinal

Description Evaluating data collected in the
same moment in time

Evaluating data over separate
or distinct moments

Evaluating data over the entire
time span

Gist What is happening in a
moment? How do things relate? How do things look over time?

Time spans Shared window Independently sized subsets Full time span

Targets Data streams Windowed subsets, groups, or
summaries

Sequential, summarized time
facets

Comparison Between targets Between targets Across targets

Challenge Number of targets and visual
complexity

Number of targets, temporal
scale Temporal scale

Strategy Good visual design principles Grouping & summarization Temporal facets, aggregation &
summarization

system-level design for engaging personal air quality data from multiple perspectives. We speculate that both the
data model and processing pipeline may transfer to other personal informatics application areas.

6.2.1 Direct Comparisons. The direct comparison category involves comparisons of different data streams
collected within a short period of time. Most current visualization systems designed for indoor air quality projects
support this category of comparison using a fixed-time span line chart [13, 38, 67, 70–72, 91]. For indoor air
quality applications, comparative targets for this category can include any number of individual air quality data
streams, plus other contextualizing data sources such as user annotations and asthma data within the time period
of interest. Analytic tasks for questions in this category relate to comparing targets within the same instant in
time, or over a short time period, for instance At any given moment, is the inside air better, or is the outside air
better?. The gist of the questions in this category is the desire to know how things are in a moment.
Scalability challenges for this category primarily involve managing the complexity of comparing too many

targets. Because direct comparison involves between-target analysis over a shared time span, all three visual

Proc. ACM Interact. Mob. Wearable Ubiquitous Technol., Vol. 0, No. 0, Article 0. Publication date: 2020.

UNFIN
IS

HED  R
ESEARCH

175



0:22 • xxxxx

design patterns for comparison can apply[43]. The choice of which to use will depend on the specific analytic
goals and sound visualization design principles. Tool builders should consider supporting users to interactively
load and overlay individual data streams in a shared view to support direct comparison tasks. Limiting views to
3-5 data streams at a time would help minimize visual clutter and avoid overloading plot axes.

6.2.2 Distributed Comparisons. The distributed comparison category includes a comparison of subsets of the
data streams distributed over separate or distinct moments in time but that share some common features. This
category is similar to personal informatics cuts [33]. For indoor air quality applications, comparative targets for
this category can include windowed subsets of data, groups, or data summaries of air quality sensor measurements.
Analytic tasks for questions in this category relate to analyzing target set items that match some selection criteria,
such as What is my indoor air quality like on ‘red air’ days? The overall gist of questions in this category is
exploring how separate items relate.
Scalability challenges primarily involve managing the complexity of the total number of targets items, the

timescales spanned by the target items, or both. Because direct comparison involves between-target analysis
across independent – and independently windowed – data subsets, design approaches that support juxtaposed
views, with additional affordances to arrange, group, or summarize targets by derived or categorical properties,
can help to minimize cognitive burden. Depending on the analytic task, target items may need to be further
grouped and summarized, either to reduce complexity or provide additional information. For example, the
question How does air quality compare between different activities? would involve filtering data according to
annotated activity classes for cross-class comparison, and optionally further summarize each activity class to
simplify comparisons between them. To support distributed comparisons, tool builders should design for users to
interactively select and modify filtering criteria for defining comparative targets on a data set-by-data set basis.
This approach generalizes the researcher-led design process of visual cuts [33] to empower the user to explore
and review their data on their terms, without designer assistance.

6.2.3 Longitudinal Comparisons. The longitudinal comparison category includes comparisons with ill-defined
targets. Like the direct comparison category, longitudinal comparison targets can include any number of individual
air quality data streams, plus other contextualizing data sources. Analytic tasks for questions in this category
require the entire data set to answer, either because questions have extensive scope — what time of year is worst
for indoor air quality? — or are ill-defined — what can I do to improve air quality in my house?. Questions in this
category have ill-defined target time-spans, and thus require users to dynamically evaluate the data to determine
both the targets and the results of their comparison. We recommend providing access to the entire data set
through an overview-first design approach [114] that meaningfully summarizes the data in the overview, such as
using the number of air quality spikes per day or week. We found that questions from our study in this category
relate to reviewing how things change over time.
Scalability challenges primarily involve managing temporal scale. Because longitudinal comparison involves

longer time spans, design approaches should support sequential, summarized time facets with additional affor-
dances to arrange, group, or summarize targets by derived or categorical properties. To support longitudinal
comparisons, tool builders should design for users to interactively specify their date ranges and temporal faceting
criteria [89]. Users should also have control over how data are returned, such as the ability to define facet arrange-
ment, clustering, or summarization properties. For air quality data, this may include faceting and summarizing
data to report daily indoor averages. This information can be presented as small multiples, joined sequentially in
a calendar view, or additionally overlaid with other information to review correlations, such as reviewing daily
indoor averages against outdoor EPA air quality classifications.
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6.3 Visual analytics pipeline
Evaluating the various design challenges and strategies resulting from our indoor air quality data model led us to
create a tailored data analysis pipeline for processing participants’ air quality questions (Figure 4) that could be
used as a system design backbone for developing new personal informatics visual analysis tools. This pipeline
focuses on specific data handling considerations for developing user-friendly visual analysis tools. Beginning
with data collection, we outline various stages of the air quality analytics process: data storage, target selection,
target processing, and presentation. This pipeline is similar to the data state reference model [12], which is used
extensively by visualization designers to inform them of the challenges and opportunities for crafting interactive
visualizations. Just as the data state reference model helped articulate the transition of control from designer to
practitioners, the pipeline we present here can help transition analytic control from practitioners to users.

Fig. 4. Analytics pipeline for personal data.

6.3.1 Data collection & storage. Identifying and collecting relevant data streams is an essential first step in
any analytics system, and a well-designed system will be capable of seamlessly integrating a variety of sources.
Depending on the problem domain or use-case, these data may come from any number of sensor measurements,
self-reports, survey data, and social media, or may be imported from other databases or external services. In the
context of personal indoor air quality, this might include: individual deployment air quality data streams and
user annotations; external streams from a variety environmental sources such as weather and pollen counts;
personal health resources such as symptom reports, and asthma surveys; or even anonymized data streams from
other study participants such as average readings and spike counts. Tool builders should also incorporate data
preprocessing techniques to help catch and fix common errors with real-world data to help facilitate efficient
analysis [106].

6.3.2 Target Selection. The first step toward offering a personalized analysis tool relies on allowing end-users
to select the data they want to analyze. The interactive capabilities we outlined for the data model describe a
variety of methods for choosing filter criteria to select comparative targets. The target selection stage should
support users to select any number of available data streams, and choose from an interactive list of automatically
populated filtering criteria or categorical parameters afforded by their data selection. The ability to flexibly define
target selection criteria allows people to move beyond restrictive one-dimensional analytic systems and customize
the data retrieval process to fit their needs and goals. Tool builders should design interactive mechanisms that
support people to intuitively load and filter their data streams and dynamically populate additional filtering
criteria for further refinement based on underlying target set properties. These filtering options combat scalability
challenges by reviewing large or complex data sets, and empower nonexpert users to find relevant information
more quickly, and on their own.
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6.3.3 Target Processing. After selecting data and applying filtering criteria, the resulting target set may require
additional processing. The target processing stage allows users to further group or summarize target data, either
to combat scalabilty challenges (Section 6.2) or to prepare data for presentation. Designers can provide additional
grouping options based on temporal hierarchies [19, 89] or underlying data features in the target set [33].

6.3.4 Presentation. After loading, filtering, and processing target data, the targets are presented using interactive
visualization techniques. The previous data model discussion highlights three comparative categories designers
can use to focus their design considerations. Each category’s unique scalability challenges require different design
strategies to effectively present target information. Providing generalized design recommendations for interactive
interfaces is outside the scope of this work, but we include three interface prototypes in supplemental materials
to illustrate the concepts discussed in this work.

7 DISCUSSION
Manual self-tracking is burdensome, and users are often reluctant to do it [16]. One observation during the task
elicitation interviews was that participants became re-engaged with their data and expressed regret at not having
recorded more annotations, or different annotations, during the data collection. This suggests several interesting
opportunities for motivating better manual data collection. In the future, flexible analytic tools that do not exist
yet, and are the motivation of this work, can help users see the value of annotating their data and can help them
decide what kinds of things they want to annotate. User awareness of these tools and the ability to experiment
with them early could thus motivate targeted manual data collection, such as users’ annotations in this work.
Tools can be designed to explicitly facilitate this use-case of deciding what to track, similar to the goal scaffolding
idea by Schroeder, et al. [111]. However, until such applications are available, task elicitation interviews can be
a useful tool for motivating annotations and other manual self-tracking data across a broad range of personal
informatics contexts. For this reason, conducting a task elicitation interview in the middle of a data collection
process could serve both to re-engage participants who may be losing interest, and to motivate data collection
because they see what kind of questions they would be able to answer if they collect the right data.

Recasting the personal informatics notion of cuts [33] as the more general visualization notion of comparative
targets [42] offered us a new perspective for designing a flexible data model that can address the diverse set of
questions participants are interested in addressing with their personal air quality data. Although this data model
comes from analyzing indoor air quality deployments, we speculate it can generalize to other personal informatics
application areas that involve time-based data, such as chronic symptom management, personal fiance, energy
consumption, and emotional wellness, to name a few. Furthermore, the visualization literature on comparison is
rich and growing due to the fundamental nature of comparison in data analysis tasks [42]. This literature provides
a wealth of insights into the perceptual processes behind visual comparison tasks [57, 95], and technique and
system design for supporting a broad range of visual comparison tasks and data types [43, 75, 77, 116, 123]. There
is an opportunity to address the personal informatics analysis gap through consideration of this literature for
designing the next generation of visual analysis tools in a broad range of personal informatics application areas.

Before developing the task elicitation interview, we lacked a mental model for understanding how nonexpert
users would approach solving their problems, and even what they would find understandable or intuitive to
do. The tendency for domain expert collaborations in visualization research has overlooked the nonexpert user
population in terms of how they engage with data, leaving them understudied and underserved as a population.
Personal informatics’ goal-oriented tool design ethos has overlooked opportunities for users who engage with
data to freely explore rather than having concrete goals in mind. Both of these blind spots have given rise to
the personal informatics analysis gap. The task elicitation interview method offers a first step for exploring this
space by allowing us to reconstruct how nonexpert users approach the problem-solving process as it unfolds
during the interview. We plan to analyze this information into individual analysis arcs for characterizing and
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comparing how participants approached operationalizing their problems. Constructing these arcs consists of a
close read of the interview transcript to identify where participants engage with their data and making note of
relative locations, analytic tasks undertaken or requested, and task durations. Analytic tasks could then be coded
according to established visual analytics task typologies [10], and visualized as timelines for comparing results
between participants.

Participants’ goals and questions that emerged in Section 5 are similar to those reported in past work on self-
tracking and personal informatics, suggesting that a domain-agnostic classification of these categories may exist.
How general such a classification could be is unclear — would more generalized wordings for these categories
also cover domains as broad as diet tracking, time management, and personal finance, or are they limited to
contexts where users are self-tracking in the context of medical conditions? Are there other constraints? We
have an opportunity to look across these domains and do a broad literature search and meta-analysis to explore
the potential of a generalized classification. If such a classification does generalize across multiple domains, other
important follow-up issues to explore in this direction include: whether the classification is useful for predicting
the kinds of questions that people have in a particular domain, or is it only useful in categorizing data that has
been collected? Can we design for these categories of questions and goals, or are the specific questions and goals
that users have within a context necessary to elicit in order to develop tolls to bridge the personal informatics
analysis gap? These questions, and the potential for a meta-analysis in this domain, are ready opportunities for
future work.

8 CONCLUSION
We present a study that probes into the types of questions people want to ask from their personal air quality
data, and how they might go about answering those questions from their data. Spanning three separate research
activities, this study explores the analysis gap in the ecosystem of personal informatics tools for enabling people
to ask personal and varied questions from their data. Our findings outline a characterization of the range of
question types our participants pose concerning their indoor air quality, a new interview method for eliciting
analysis approaches and insights from nonexpert users, and a data model for processing indoor air quality data
that supports designing for a rich and broad set of participant questions. These results provide a foundation
for designing new visual analysis tools for indoor air quality that can support a broad range of questions and
tasks that people may ask. Although the results of this work come from studying and designing for indoor air
quality and asthmatics, we speculate these themes will generalize more broadly to other personal informatics
application areas. Areas for future work pointed to by this study include applying visualization comparison
models to personal informatics design challenges, conducting meta-analyses of goals and questions across other
self-tracking application areas, and using task elicitation interviews to develop a richer understanding of how
people with limited data analysis experience and skills might answer their questions from data. We hope this
work can inspire these exciting research directions
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